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8. Thinking and Problem Solving
Piaget’s theory of cognitive development; Concept formation processes; Information
processing, Reasoning and problem solving, Facilitating and hindering factors in
problem solving, Methods of problem solving: Creative thinking and fostering
creativity; Factors influencing decision-making and judgment; Recent trends.
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Thinking and Problem Solving

Piaget's theory of cognitive development

Piaget's theory of cognitive development is a comprehensive theory about the nature and
development of human intelligence first developed by Jean Piaget. It is primarily known as
a developmental stage theory, but in fact, it deals with the nature of knowledge itself and
how humans come gradually to acquire it, construct it, and use it. Moreover, Piaget claims
the idea that cognitive development is at the centre of human organism and language is
contingent on cognitive development. Below, there is first a short description of Piaget's
views about the nature of intelligence and then a description of the stages through which it
develops until maturity.

The Nature of Intelligence: Operative and Figurative Intelligence

Piaget believed that reality is a dynamic system of continuous change, and as such is
defined in reference to the two conditions that define dynamic systems that change.
Specifically, he argued that reality involves transformations and states. Transformations
refer to all manners of changes that a thing or person can undergo. States refer to the
conditions or the appearances in which things or persons can be found between
transformations. For example, there might be changes in shape or form (for instance,
liquids are reshaped as they are transferred from one vessel to another, humans change in
their characteristics as they grow older), in size (e.g., a series of coins on a table might be
placed close to each other or far apart) in placement or location in space and time (e.g.,
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various objects or persons might be found at one place at one time and at a different place
at another time). Thus, Piaget argued, that if human intelligence is to be adaptive, it must
have functions to represent both the transformational and the static aspects of reality. He
proposed that operative intelligence is responsible for the representation and
manipulation of the dynamic or transformational aspects of reality and that figurative
intelligence is responsible for the representation of the static aspects of reality).

Operative intelligence is the active aspect of intelligence. It involves all actions, overt or
covert, undertaken in order to follow, recover, or anticipate the transformations of the
objects or persons of interest. Figurative intelligence is the more or less static aspect of
intelligence, involving all means of representation used to retain in mind the states (i.e.,
successive forms, shapes, or locations) that intervene between transformations. That is, it
involves perception, imitation, mental imagery, drawing, and language. Therefore, the
figurative aspects of intelligence derive their meaning from the operative aspects of
intelligence, because states cannot exist independently of the transformations that
interconnect them. Piaget believed that the figurative or the representational aspects of
intelligence are subservient to its operative and dynamic aspects, and therefore, that
understanding essentially derives from the operative aspect of intelligence.

At any time, operative intelligence frames how the world is understood and it changes if
understanding is not successful. Piaget believed that this process of understanding and
change involves two basic functions: Assimilation and accommodation.

Assimilation and Accommodation

Through studying the field of education Piaget focused on accommodation and
assimilation. Assimilation, one of two processes coined by Jean Piaget, describes how
humans perceive and adapt to new information. It is the process of taking one’s
environment and new information and fitting it into pre-existing cognitive schemas.
Assimilation occurs when humans are faced with new or unfamiliar information and refer
to previously learned information in order to make sense of it. Accommodation, unlike
assimilation is the process of taking one's environment and new information, and altering
one's pre-existing schemas in order to fit in the new information.

With the disciplining of psychology came the methods approaching psychologist's
observations towards internalizing the technical means in knowing what terms processes
like assimilation can be thought in. The term ‘assimilation’ was derived in this manner and
defined explicitly as one's own perspective on an issue that anchors all other perspectives.
Judging the stimuli close to that anchor (the 'latitude of acceptance') will always assimilate
easier, while stimuli further from one's perspective anchor (the 'latitude of rejection')
manages to take a longer time in assimilating. This particular form of social and
psychological judgment is referenced within disciplined psychology as the "assimilation-
contrast model." Jean Piaget first discovered this as a result of observing his infant son
"grab and thrust" a rattle into his mouth and then assimilated the "grab and thrust" motion,
also placing Piaget's expensive watch into his mouth.
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Through a series of stages, Piaget explains the ways in which characteristics are
constructed that lead to specific types of thinking; this chart is called Cognitive
Development. To Piaget, assimilation is integrating external elements into structures of
lives or environments or those we could have through experience. It is through
assimilation that accommodation is derived. Accommodation is imperative because it is
how people will continue to interpret new concepts, schemas, frameworks, etc.
Assimilation is different than accommodation because of how it relates to the inner
organism due to the environment. Piaget believes that the human brain has been
programmed through evolution to bring equilibrium, and to move upwards in a process to
equilibriate what is not. The equilibrium is what Piaget believes ultimately influences
structures because of the internal and external processes through assimilation and
accommodation.

Piaget's understanding is that these two functions cannot exist without the other. To
assimilate an object into an existing mental schema, one first needs to take into account or
accommodate to the particularities of this object to a certain extent; for instance, to
recognize (assimilate) an apple as an apple one needs first to focus (accommodate) on the
contour of this object. To do this one needs to roughly recognize the size of the object.
Development increases the balance or equilibration between these two functions. When in
balance with each other, assimilation and accommodation generate mental schemas of the
operative intelligence. When one function dominates over the other, they generate
representations which belong to figurative intelligence.

Following from this conception Piaget theorized that intelligence is active and constructive.
It is active in the literal sense of the term as it depends on the actions (overt or covert,
assimilatory or accommodatory), which the thinker executes in order to build and rebuild
his models of the world. It is also constructive because actions, particularly mental actions,
are coordinated into more inclusive and cohesive systems, thus they are raised to more
stable and effective levels of functioning. Piaget believed that this process of construction
leads to systems of mental operations better able to resist the illusions of perceptual
appearances and thus less prone to error. In other words, the gradual construction of the
system of mental operations involved in the operative aspect of intelligence enables the
developing person to grasp more hidden and complex aspects of the world. Below we will
summarize the development of operative intelligence.

Piaget's four stages

According to Jean Piaget's theory of cognitive development, intelligence is the basic
mechanism of ensuring equilibrium in the relations between the person and the
environment. This is achieved through the actions of the developing person on the world.
At any moment in development, the environment is assimilated in the schemes of action
that are already available and these schemes are transformed or accommodated to the
peculiarities of the objects of the environment plus of the surroundings and entire
universe, if they are not completely appropriate. Thus, the development of intelligence is a
continuous process of assimilations and accommodations that lead to increasing expansion
of the field of application of schemes, increasing coordination between them, increasing
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interiorization, and increasing abstraction. The mechanism underlying this process of
increasing abstraction, interiorization, and coordination is reflecting abstraction. That is,
reflecting abstraction gradually leads to the rejection of the external action components of
sensorimotor operations on objects and to the preservation of the mental, planning or
anticipatory, components of operation. These are the mental operations that are gradually
coordinated with each other, generating structures of mental operations. These structures
of mental operations are applied on representations of objects rather than on the objects
themselves. Language, mental images, and numerical notation are examples of
representations standing for objects and thus they become the object of mental operations.
Moreover, mental operations, with development, become reversible. For instance, the
counting of a series of objects can go both forward and backward with the understanding
that the number of objects counted is not affected by the direction of counting because the
same number can be retrieved both ways. Piaget described four main periods in the
development towards completely reversible equlibrated thought structures. These are the
periods described below. As shown below, for Piaget intelligence is not the same at
different ages. It changes qualitatively, attaining increasingly broader, more abstract, and
more equilibrated structures thereby allowing access to different levels of organization of
the world.

Sensorimotor stage

The sensorimotor stage is the first of the four stages in cognitive development which
"extends from birth to the acquisition of language". "In this stage, infants construct an
understanding of the world by coordinating sensory experiences (such as seeing and
hearing) with physical, motoric actions. Infants gain knowledge of the world from the
physical actions they perform on it. An infant progresses from reflexive, instinctual action
at birth to the beginning of symbolic thought toward the end of the stage. Piaget divided the
sensorimotor stage into six sub-stages":0-2 years, Infants just have senses-vision, hearing,
and motor skills, such as grasping, sucking, and stepping.---from Psychology Study Guide by

Bernstein, Penner, Clarke-Stewart, Roy:
Sub Stages:

1. Simple Reflexes --- Birth-6 weeks --- "Coordination of sensation and action through
reflexive behaviors". Three primary reflexes are described by Piaget: sucking of
objects in the mouth, following moving or interesting objects with the eyes, and
closing of the hand when an object makes contact with the palm (palmar grasp).
Over the first six weeks of life, these reflexes begin to become voluntary actions; for
example, the palmar reflex becomes intentional grasping.

2. First habits and primary circular reactions phase --- 6 weeks-4 months ---
"Coordination of sensation and two types of schemes: habits (reflex) and primary
circular reactions (reproduction of an event that initially occurred by chance). Main
focus is still on the infant's body." As an example of this type of reaction, an infant
might repeat the motion of passing their hand before their face. Also at this phase,
passive reactions, caused by classical or operant conditioning, can begin.
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3. Secondary circular reactions phase --- 4-8 months --- Development of habits.
"Infants become more object-oriented, moving beyond self-preoccupation; repeat
actions that bring interesting or pleasurable results." This stage is associated
primarily with the development of coordination between vision and prehension.
Three new abilities occur at this stage: intentional grasping for a desired object,
secondary circular reactions, and differentiations between ends and means. At this
stage, infants will intentionally grasp the air in the direction of a desired object,
often to the amusement of friends and family. Secondary circular reactions, or the
repetition of an action involving an external object begin; for example, moving a
switch to turn on a light repeatedly. The differentiation between means and ends
also occurs. This is perhaps one of the most important stages of a child's growth as it
signifies the dawn of logic.

4. Coordination of secondary circular reactions stages --- 8-12 months ---
"Coordination of vision and touch--hand-eye coordination; coordination of schemes
and intentionality." This stage is associated primarily with the development of logic
and the coordination between means and ends. This is an extremely important stage
of development, holding what Piaget calls the "first proper intelligence." Also, this
stage marks the beginning of goal orientation, the deliberate planning of steps to
meet an objective.

5. Tertiary circular reactions, novelty, and curiosity --- 12-18 months --- "Infants
become intrigued by the many properties of objects and by the many things they can
make happen to objects; they experiment with new behavior." This stage is
associated primarily with the discovery of new means to meet goals. Piaget
describes the child at this juncture as the "young scientist,” conducting pseudo-
experiments to discover new methods of meeting challenges.

6. Internalization of Schemes --- 18-24 months --- "Infants develop the ability to use
primitive symbols and form enduring mental representations.” This stage is
associated primarily with the beginnings of insight, or true creativity. This marks
the passage into the preoperational stage.

By the end of the sensorimotor period, objects are both separate from the self and
permanent.Object permanence is the understanding that objects continue to exist even
when they cannot be seen, heard, or touched. Acquiring the sense of object permanence is
one of the infant's most important accomplishments, according to Piaget.

Preoperational stage

The preoperative stage is the second of four stages of cognitive development. By observing
sequences of play, Piaget was able to demonstrate that towards the end of the second year,
a qualitatively new kind of psychological functioning occurs.

(Pre)Operatory Thought is any procedure for mentally acting on objects. The hallmark of
the preoperational stage is sparse and logically inadequate mental operations. During this
stage, the child learns to use and to represent objects by images, words, and drawings. The
child is able to form stable concepts as well as mental reasoning and magical beliefs. The
child however is still not able to perform operations; tasks that the child can do mentally
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rather than physically. Thinking is still egocentric: The child has difficulty taking the
viewpoint of others. Two substages can be formed from preoperative thought.

The Symbolic Function Substage

Occurs between about the ages of 2 and 7. During 2-4 years old , kids cannot yet
manipulate and transform information in logical ways, but they now can think in images
and symbols. The child is able to formulate designs of objects that are not present. Other
examples of mental abilities are language and pretend play. Although there is an
advancement in progress, there are still limitations such as egocentrism and animism.
Egocentrism occurs when a child is unable to distinguish between their own perspective
and that of another person's. Children tend to pick their own view of what they see rather
than the actual view shown to others. An example is an experiment performed by Piaget
and Barbel Inhelder. Three views of a mountain are shown and the child is asked what a
traveling doll would see at the various angles; the child picks their own view compared to
the actual view of the doll. Animism is the belief that inanimate objects are capable of
actions and have lifelike qualities. An example is a child believing that the sidewalk was
mad and made them fall down.

The Intuitive Thought Substage

Occurs between about the ages of 4 and 7. Children tend to become very curious and ask
many questions; begin the use of primitive reasoning. There is an emergence in the interest
of reasoning and wanting to know why things are the way they are. Piaget called it the
intuitive substage because children realize they have a vast amount of knowledge but they
are unaware of how they know it. Centration and conservation are both involved in
preoperative thought. Centration is the act of focusing all attention on one characteristic
compared to the others. Centration is noticed in conservation; the awareness that altering a
substance's appearance does not change its basic properties. Children at this stage are
unaware of conservation. In Piaget's most famous task, a child is presented with two
identical beakers containing the same amount of liquid. The child usually notes that the
beakers have the same amount of liquid. When one of the beakers is poured into a taller
and thinner container, children who are typically younger than 7 or 8 years old say that the
two beakers now contain a different amount of liquid. The child simply focuses on the
height and width of the container compared to the general concept. Piaget believes that if a
child fails the conservation-of-liquid task, it is a sign that they are at the preoperational
stage of cognitive development. The child also fails to show conservation of number,
matter, length, volume, and area as well. Another example is when a child is shown 7 dogs
and 3 cats and asked if there are more dogs than cats. The child would respond positively.
However when asked if there are more dogs than animals, the child would once again
respond positively. Such fundamental errors in logic show the transition between
intuitiveness in solving problems and true logical reasoning acquired in later years when
the child grows up.

Piaget considered that children primarily learn through imitation and play throughout
these first two stages, as they build up symbolic images through internalized activity.
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Studies have been conducted among other countries to find out if Piaget's theory is
universal. Psychologist Patricia Greenfield conducted a task similar to Piaget's beaker
experiment in the West African nation of Senegal. Her results stated that only 50 percent of
the 10-13 year old understood the concept of conservation. Other cultures such as central
Australia and New Guinea had similar results. If adults had not gained this concept, they
would be unable to understand the point of view of another person. There may have been
discrepancies in the communication between the experimenter and the children which may
have altered the results. It has also been found that if conservation is not widely practiced
in a particular country, the concept can be taught to the child and training can improve the
child's understanding. Therefore, it is noted that there are different age differences in
reaching the understanding of conservation base on the degree to which the culture
teaches these tasks.

Concrete operational stage

The concrete operational stage is the third of four stages of cognitive development in
Piaget's theory. This stage, which follows the preoperational stage, occurs between the ages
of 7 and 11 years and is characterized by the appropriate use of logic. Important processes
during this stage are:

Seriation—the ability to sort objects in an order according to size, shape, or any other
characteristic. For example, if given different-shaded objects they may make a color
gradient.

Transitivity- The ability to recognize logical relationships among elements in a serial
order, and perform 'transitive inferences' (for example, If A is taller than B, and B is taller
than C, then A must be taller than C).

Classification—the ability to name and identify sets of objects according to appearance,
size or other characteristic, including the idea that one set of objects can include another.

Decentering—where the child takes into account multiple aspects of a problem to solve it.
For example, the child will no longer perceive an exceptionally wide but short cup to
contain less than a normally-wide, taller cup.

Reversibility—the child understands that numbers or objects can be changed, then
returned to their original state. For this reason, a child will be able to rapidly determine
that if 4+4 equals t, t-4 will equal 4, the original quantity.

Conservation—understanding that quantity, length or number of items is unrelated to the
arrangement or appearance of the object or items.

Elimination of Egocentrism—the ability to view things from another's perspective (even

if they think incorrectly). For instance, show a child a comic in which Jane puts a doll under
a box, leaves the room, and then Melissa moves the doll to a drawer, and Jane comes back. A
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child in the concrete operations stage will say that Jane will still think it's under the box
even though the child knows it is in the drawer. (See also False-belief task).

Children in this stage can, however, only solve problems that apply to actual (concrete)
objects or events, and not abstract concepts or hypothetical tasks.

Formal operational stage

The formal operational period is the fourth and final of the periods of cognitive
development in Piaget's theory. This stage, which follows the Concrete Operational stage,
commences at around 11 years of age (puberty) and continues into adulthood. In this stage,
individuals move beyond concrete experiences and begin to think abstractly, reason
logically and draw conclusions from the information available, as well as apply all these
processes to hypothetical situations. The abstract quality of the adolescent's thought at the
formal operational level is evident in the adolescent's verbal problem solving ability. The
logical quality of the adolescent's thought is when children are more likely to solve
problems in a trial-and-error fashion. Adolescents begin to think more as a scientist thinks,
devising plans to solve problems and systematically testing solutions. They use
hypothetical-deductive reasoning, which means that they develop hypotheses or best
guesses, and systematically deduce, or conclude, which is the best path to follow in solving
the problem. During this stage the adolescent is able to understand such things as love,
"shades of gray", logical proofs and values. During this stage the young person begins to
entertain possibilities for the future and is fascinated with what they can be. Adolescents
are changing cognitively also by the way that they think about social matters. Adolescent
Egocentrism governs the way that adolescents think about social matters and is the
heightened self-consciousness in them as they are which is reflected in their sense of
personal uniqueness and invincibility. Adolescent egocentrism can be dissected into two
types of social thinking, imaginary audience that involves attention getting behavior, and
personal fable which involves an adolescent's sense of personal uniqueness and
invincibility.

The Stages and Causation

Piaget sees children’s conception of causation as a march from "primitive" conceptions of
cause to those of a more scientific, rigorous, and mechanical nature. These primitive
concepts are characterized as magical, with a decidedly nonnatural or nonmechanical tone.
Piaget attributes this to his most basic assumption: that babies are phenomenists. That is,
their knowledge "consists of assimilating things to schemas" from their own action such
that they appear, from the child’s point of view, "to have qualities which in fact stem from
the organism." Consequently, these "subjective conceptions,” so prevalent during Piaget’s
first stage of development, are dashed upon discovering deeper empirical truths. Piaget
gives the example of a child believing the moon and stars follow him on a night walk; upon
learning that such is the case for his friends, he must separate his self from the object,
resulting in a theory that the moon is immobile, or moves independently of other agents.
The second stage, from around three to eight years of age, is characterized by a mix of this
type of magical, animistic, or “nonnatural” conceptions of causation and mechanical or
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"naturalisitic” causation. This conjunction of natural and nonnatural causal explanations
supposedly stems from experience itself, though Piaget does not make much of an attempt
to describe the nature of the differences in conception; in his interviews with children, he
asked specifically about natural phenomena: what makes clouds move? What makes the
stars move? Why do rivers flow? The nature of all the answers given, Piaget says, are such
that these objects must perform their actions to "fulfill their obligations towards men." He
calls this "moral explanation.”

Challenges to Piagetian stage theory

Piagetians' accounts of development have been challenged on several grounds. First, as
Piaget himself noted, development does not always progress in the smooth manner his
theory seems to predict. 'Decalage’, or unpredicted gaps in the developmental progression,
suggest that the stage model is at best a useful approximation. More broadly, Piaget's
theory is 'domain general’, predicting that cognitive maturation occurs concurrently across
different domains of knowledge (such as mathematics, logic, understanding of physics, of
language, etc.). During the 1980s and 1990s, cognitive developmentalists were influenced
by "neo-nativist" and evolutionary psychology ideas. These ideas de-emphasized domain
general theories and emphasized domain specificity or modularity of mind. Modularity
implies that different cognitive faculties may be largely independent of one another and
thus develop according to quite different time-tables. In this vein, some cognitive
developmentalists argued that rather than being domain general learners, children come
equipped with domain specific theories, sometimes referred to as 'core knowledge', which
allows them to break into learning within that domain. For example, even young infants
appear to be sensitive to some predictable regularities in the movement and interactions of
objects (e.g. that one object cannot pass through another), or in human behavior (e.g. that a
hand repeatedly reaching for an object has that object, not just a particular path of motion),
as its be the building block out of which more elaborate knowledge is constructed. More
recent work has strongly challenged some of the basic presumptions of the 'core
knowledge' school, and revised ideas of domain generality—but from a newer dynamic
systems approach, not from a revised Piagetian perspective. Dynamic systems approaches
harken to modern neuroscientific research that was not available to Piaget when he was
constructing his theory. One important finding is that domain-specific knowledge is
constructed as children develop and integrate knowledge. This suggests more of a "smooth
integration” of learning and development than either Piaget, or his neo-nativist critics, had
envisioned. Additionally, some psychologists, such as Vygotsky and Jerome Bruner, thought
differently from Piaget, suggesting that language was more

Post Piagetian and Neo-Piagetian stages
In the recent years, several scholars attempted to ameliorate the problems of Piaget's
theory by developing new theories and models that can accommodate evidence that

violates Piagetian predictions and postulates. These models are summarized below.

The neo-Piagetian theories of cognitive development, advanced by Case, Demetriou,
Halford, Fischer, and Pascual-Leone, attempted to integrate Piaget's theory with cognitive
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and differential theories of cognitive organization and development. Their aim was to
better account for the cognitive factors of development and for intra-individual and inter-
individual differences in cognitive development. They suggested that development along
Piaget's stages is due to increasing working memory capacity and processing efficiency.
Moreover, Demetriou’s theory ascribes an important role to hypercognitive processes of
self-recording, self-monitoring, and self-regulation and it recognizes the operation of
several relatively autonomous domains of thought (Demetriou, 1998; Demetriou, Mouyi,
Spanoudis, 2010).

Postformal stages have been proposed. Kurt Fischer suggested two, Michael Commons
presents evidence for four postformal stages: the systematic, metasystematic, paradigmatic
and cross paradigmatic. (Commons & Richards, 2003; Oliver, 2004).

A "sentential" stage has been proposed, said to occur before the early preoperational
stage. Proposed by Fischer, Biggs and Biggs, Commons, and Richards.

Searching for a micro-physiological basis for human mental capacity, Traill (1978,
Section C5.4 ; - 1999, Section 8.4 ) proposed that there may be "pre-sensorimotor"” stages
("M-1L", "M=2L", ... ... ) — developed in the womb and/or transmitted genetically.

Postulated physical mechanisms underlying "schemes" and stages

Piaget himself (1967) considered the possibility of RNA molecules as likely embodiments
of his still-abstract "schemes” (which he promoted as units of action) — though he did not
come to any firm conclusion. At that time, due to work such as that of Holger Hydén, RNA
concentrations had indeed been shown to correlate with learning, so the idea was quite
plausible.

However, by the time of Piaget's death in 1980, this notion had lost favour. One main
problem was over the protein which (it was assumed) such RNA would necessarily
produce, and that did not fit in with observation. It then turned out, surprisingly, that only
about 3% of RNA does code for protein (Mattick, 2001, 2003, 2004). Hence most of the
remaining 97% (the "ncRNA") could now theoretically be available to serve as Piagetian
schemes (or other regulatory roles now under investigation). The issue has not yet been
resolved experimentally, but its theoretical aspects have been reviewed; (Traill 2005 /
2008).

Neo-Piagetian theories of cognitive development

Jean Piaget's theory of cognitive development has been criticized on many grounds. One
criticism is concerned with the very nature of development itself. It is suggested that
Piaget's theory does not explain why development from stage to stage occurs. The theory is
also criticized for ignoring individual differences in cognitive development. That is, the
theory does not account for the fact that some individuals move from stage to stage faster
than other individuals. Finally, another criticism is concerned with the nature of stages
themselves. Research shows that the functioning of a person at a given age may be so
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variable from domain to domain, such as the understanding of social, mathematical, and
spatial concepts, that it is not possible to place the person in a single stage. To remove
these weaknesses, a group of researchers, who are known as neo-Piagetian theorists,
advanced models that integrate concepts from Piaget's theory with concepts from cognitive
and differential psychology.

The Theory of Juan Pascual-Leone

Initially, neo-Piagetian theorists explained cognitive growth along Piagetian stages by
invoking information processing capacity as the cause of both development from the one
stage to the next and individual differences in developmental rate. Juan Pascual-Leone was
the first to advance this approach. Specifically, he argued that human thought is organized
in two levels. The first and more basic level is defined by mental power or capacity. That is,
this level involves processes that define the volume and kind of information that the
individual can process. Working memory is the functional manifestation of mental power.
The capacity of working memory is usually specified in reference to the number of
information chunks or units that one can keep in mind simultaneously at a given moment.
The second level involves mental content as such. That is, it involves concepts and schemes
about the physical, the biological, and the social world, and the symbols we use to refer to
them, such as words, numbers, mental images. It also involves the mental operations that
we can carry on them, such as arithmetic operations on numbers, mental rotation on
mental images, etc. Pascual-Leone proposed that the increase of the number of mental
units that one can represent simultaneously makes the persons able to handle more
complex concepts. For instance, one needs to be able to hold two mental units in mind to be
able to decide if one number is bigger than another number. To be able to add them, the
person needs to be able to hold three units, that is, the two numbers plus the arithmetic
operation to be applied, such as addition or subtraction. To be able to understand
proportionality, one must be able to keep in mind five units, that is the two pairs of
numbers to be compared and their relation.

According to Pascual-Leone, mental power is equal to 1 scheme or unit of information at
the age of 2-3 years and it increases by one unit every second year until it reaches its
maximum of 7 units at the age 15 years. He claimed that the classical Piaget's stages of pre-
operational, intuitive, early concrete, late concrete, transitional from concrete to formal,
early formal, and late formal thought require a mental power of 1, 2, 3, 4, 5, 6, and 7 mental
units, respectively. Having a lesser degree of mental power than required by a task makes
the solution of this task impossible, because the necessary relations cannot be represented
and computed. Thus, each increase in mental power with age opens the way for the
construction of concepts and skills up to the new level of capacity. Falling short or
exceeding the mental power that is typical of a given age results in slower or faster rates of
development, respectively.

The Theory of Robbie Case

Based on Pascual-Leone, several other researchers advanced alternative models of capacity
development. Robbie Case rejected the idea that changes in processing capacity can be
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described as a progression along Pascual-Leone's single line of development. Instead, he
maintained that processing capacity development recycles over a succession of four main
stages and that each of them is characterized by a different kind of mental structures. These
stages correspond to Piaget's main stages of sensorimotor, preoperational, concrete
operational and formal operational thought. Each of these four stages involves its own
executive control structures that are defined by the medium of representation and the type
of relations that are possible at the stage.

Executive control structures

Executive control structures enable the person to: (1) a represent the problem situation;
(2) specify the objectives of problem solving; (3) conceive of the strategy needed to attain
the objectives. Case maintained that there are four types of executive control structures:
sensorimotor structures from 1 to 18 months of age (i.e., perceptions and actions such as
seeing and grasping); interrelational structures from 18 months to 5 years of age (i.e.,
mental representations that stand for actual objects in the environment, such as words or
mental images); dimensional structures from 5 to 11 years (i.e.,, mental representations
that are connected together by a consistent relation such that every particular case can be
related to every other case, such as the mental number line where every number can be
related to every other number); finally, vectorial structures from 11 to 19 years (i.e,,
relations between the dimensions of the previous stage, such as ratios and proportions
which connect two or more dimensions with each other).

Case also argued that development within each of these four main stages evolves along the
same sequence of the following four levels of complexity: (1) operational consolidation
(when a particular mental unit specific to each of the four main stages above can be
contemplated and handled, such as an action in the sensorimotor stage, a word in the
relational stage, a number in the dimensional stage, etc.); (2) unifocal coordination, (when
two such units may be interrelated); (3) bifocal coordination, (when three such units may
be interrelated); (4) elaborated coordination, (when four such units may be interrelated).
Thus, structures of increasing complexity can be handled at each of the four levels.
According to Case, this expansion of the capacity of short-term storage space is caused by
increasing operational efficiency. That is, the command of the operations that define each
kind of executive control structures improves, thereby freeing space for the representation
of goals and objectives. For example, counting becomes faster with age enabling children to
keep more numbers in mind.

Successive stages are not unrelated, however. That is, the final level of a given stage is at
the same time the first level of the following stage. For instance, when the concept of
number is well established at the final level of elaborated coordination of the relational
stage it enables children to view numbers as related to each other and this is equivalent to
the first level of operational consolidation of the following dimensional stage. Thus, when
the structures of a given stage reach a given level of complexity (which corresponds to the
level of elaborated coordination) a new mental structure is created and the cycle starts up
from the beginning.
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Central conceptual structures

Case recognized that variations may occur in the organization and development of different
domains, due to differences in how meaning is organized in each of the domains.
Specifically, Case recognized that there are central conceptual structures. These are
"networks of semantic notes and relations that have an extremely broad (but not system-
wide) domain of application and that are central to children's functioning in that domain."
Case and his colleagues identified central conceptual structures for quantities, space, social
behavior, narrative, music, and motor behavior. Each of these structures is supposed to
involve a set of core processes and principles which serve to organize a broad array of
situations; for example, the concept of more and less for quantities, adjacency and inclusion
relationships for space, and actions and intentions for social behavior. Thus, these are very
broad structures in which many executive control structures may be constructed, relative
to an individual's experiences and needs. For example, in the central conceptual structure
that organizes quantities, executive control structures to solve arithmetic problems, to
operate balance beams, to represent home locations according to their street address etc.,
may be constructed. In short, central conceptual structures function as frames and they
provide the basic guiding principles and raw conceptual material for the construction of
more locally focused concepts and action plans, when the need for them arises.

Learning the core elements of a central conceptual structure opens the way for fast
acquisition of a wide array of executive control structures, although this does not
generalize to other conceptual structures. It remains limited within the one affected,
indicating that there may be variations both within and across individuals in the executive
control structures that can be constructed within each central conceptual structure. These
variations depend on the environmental support provided to each structure and on the
individual's particular preferences and involvement.

The Theory of Graeme S Halford

Graeme S Halford raised a number of objections regarding Case's definition of working
memory capacity and its role in cognitive growth. The main objection is that different
persons may represent the same problem differently and thus they may analyze the goals
and objectives of the problem differently. Therefore, mental capacity cannot be specified in
reference to executive functions. Halford proposed an alternative way to analyze the
processing demands of problems that is supposed to explain the most crucial component of
understanding and problem solving. This is the grasp of the network of relations that
minimally and fully define a particular concept or problem.

According to Halford, this grasp is built through structure mapping. Structure mapping is
analogical reasoning that people use to give meaning to problems by translating the givens
of a problem into a representation or mental model that they already have and which
allows them to understand the problem. The structure mappings that can be constructed
depend upon the relational complexity of the structures they involve. The relational
complexity of structures depends on the number of entities or the number of dimensions
that are involved in the structure. The processing load of a task corresponds to the number
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of dimensions, which must be simultaneously represented, if their relations are to be
understood. For example, to understand any comparison between two entities (e.g., "larger
than", "better than", etc.) one must be able to represent two entities and one relation
between them. To understand a transitive relation one must be able to represent at least
three entities (e.g., objects A, B, and C) and two relations (e.g., A is taller than B; C is shorter
than B); otherwise it would not be possible to mentally arrange the entities in the right
order that would reveal the relations between all entities involved.

Halford identified four levels of dimensionality. The first is the level of unary relations or
element mappings. Mappings at this level are constructed on the basis of a single attribute.
For instance, the mental image of an apple is a valid representation of this fruit because it is
similar to it. The second is the level of binary relations or relational mappings. At this level
two-dimensional concepts of the type "larger than" can be constructed. Thus, two elements
connected by a given relation can be considered at this level. The next is the level of system
mappings, which requires that three elements or two relations must be considered
simultaneously. At this level ternary relations or binary operations can be represented. The
example of transitivity, which can be understood at this level, has already been explained
above. The ability to solve simple arithmetic problems, where one term is missing, such as
"3+7=8"or"4?2=238"also depends on system mappings, because all three known factors
given must be considered simultaneously if the missing element or operation is to be
specified. At the final level multiple-system mappings can be constructed. At this level
quaternary relations or relations between binary operations can be constructed. For
example, problems with two unknowns (e.g., 2 ? 2 ? 4 = 4) or problems of proportionality,
can be solved. That is, at this level four dimensions can be considered at once. The four
levels of structure mappings are thought to be attainable at the age of 1, 3, 5, and 10 years,
respectively, and they correspond, in the theory of cognitive development of Piaget, to the
sensorimotor, the preoperational, the concrete operational, and the formal operational, or
Case's sensorimotor, interrelational, dimensional, and vectorial stage, respectively.

The Theory of Kurt W Fischer

Kurt W Fischer advanced a theory that integrates Piagets notion of stages in cognitive
development with notions from learning theory and skill construction as explained by the
cognitive psychology of the sixties. Fischer's conception of the stages of cognitive
development is very similar to that of Case. That is, he describes four major stages or tiers
which coincide by and large with Case's major stages. Thinking at each of the tiers operates
with a different type of representation. That is, first is the tier of reflexes, which structures
the basic reflexes constructed during the first month of life. Then it is the sensorimotor tier,
which operates on perceptions and actions. The third is the representational tier, which
operates on representations that are descriptive of reality. The fourth is the abstract tier,
which operates on abstractions integrating the representations of the second tier.

Moreover, like Case, he believes that development within each major stage recycles over
the same sequence of four structurally identical levels. That is, at the first level of single
sets individuals can construct skills involving only one element of the tier concerned, that
is, sensorimotor sets, representational sets, or abstract sets. At the level of mappings they
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can construct skills involving two elements mapped onto or coordinated with each other,
that is, sensorimotor mappings, representational mappings, or abstract mappings. At the
level of systems they can construct skills integrating two mappings of the previous level,
that is, sensorimotor systems, representational systems, or abstract systems. At the level of
systems of systems they can construct skills integrating two systems of the previous level,
that is, sensorimotor systems of systems, representational systems of systems, or abstract
systems of systems.

However, Fischer's theory differs from the other neo-Piagetian theories in a number of
respects. One of them is in the way it explains cognitive change. Specifically, although
Fischer does not deny the operation of information processing constrains on development,
he emphasizes on the environmental and social rather than individual factors as causes of
development. To explain developmental change he borrowed two classic notions from Lev
Vygotsky, that is, internalization and the zone of proximal development. Internalization
refers to the processes that enable children to reconstruct and absorb the products of their
observations and interactions in a way that makes them their own. That is, it is a process
which transforms external, alien skills and concepts into internal, integral ones. The zone of
proximal development expresses Vygotsky's idea that at any age the child’s potential for
understanding and problem solving is not identical to his actual understanding and
problem solving ability. Potential ability is always greater than actual ability: the zone of
proximal development refers to the range of possibilities that exist between the actual and
the potential. Structured social interaction, or scaffolding, and internalization are the
processes that gradually allow potential (for understanding and problem solving) to
become actual (concepts and skills).

Fischer argued that variations in the development and functioning of different mental skills
and functions from the one domain to the other may be the rule rather than the exception.
In his opinion these variations are to be attributed to differences in the experience that
individuals have with different domains and also to differences in the support that they
receive when interacting with the various domains. In addition, he posited that an
individual's true level, which functions as a kind of ceiling for all domains, is the level of his
potential, which can only be determined under conditions of maximum familiarity and
scaffolding.

The Theory of Andreas Demetriou

The models above do not systematically elaborate on the differences between domains, the
role of self-awareness in development, and the role of other aspects of processing
efficiency, such as speed of processing and cognitive control. In the theory proposed by
Andreas Demetriou, with his colleagues, all of these factors are systematically studied.
According to this theory, the human mind is organized in three functional levels. The first is
the level of processing potentials which involves information processing mechanisms
underlying the ability to attend to, select, represent, and operate on information. The other
two of levels involve knowing processes, one oriented to the environment and another
oriented to the self.
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Processing potentials

Mental functioning at any moment occurs under the constraints of the processing
potentials that are available at a given age. Processing potentials are specified in terms of
three dimensions: speed of processing, control of processing, and representational
capacity. Speed of processing refers to the maximum speed at which a given mental act may
be efficiently executed. It is measured in reference to the reaction time to very simple tasks,
such as the time needed to recognize an object. Control of processing involves executive
functions that enable the person to keep the mind focused on a goal, protect attention of
being captured by irrelevant stimuli, timely shift focus to other relevant information if
required, and inhibit irrelevant or premature responses, so that a strategic plan of action
can be made and sustained. Reaction time to situations where one must choose between
two or more alternatives is one measure of control of processing. Stroop effect tasks are
good measures of control of processing. Representational capacity refers to the various
aspects of mental power or working memory mentioned above.

Domain-specific systems of thought

The level oriented to the environment includes representational and understanding
processes and functions that specialize in the representation and processing of information
coming from different domains of the environment. Six such environment-oriented systems
are described: (1) the categorical system deals with similarity-difference relations.
Forming hierarchies of interrelated concepts about class relationships is an example of the
domain of this system. For instance, the general class of plants includes the classes of fruits
and vegetables, which, in turn, include the classes of apples and lettuce, etc; (2) the
quantitative system deals with quantitative variations and relations in the environment.
Mathematical concepts and operations are examples of the domain of this system; (3) the
causal system deals with cause-effect relations. Operations such as trial-and-error or
isolation of variable strategies that enable a person to decipher the causal relations
between things or persons and ensuing causal concepts and attributions belong to this
system; (4) the spatial system deals with orientation in space and the imaginal
representation of the environment. Our mental maps of our city or the mental images of
familiar persons and objects and operations on them, such as mental rotation, belong to
this system; (5) the propositional system deals with the truth/falsity and the
validity/invalidity of statements or representations about the environment. Different types
of logical relationships, such as implication (if ... then) and conjunction (and ... and) belong
to this system; (6) the social system deals with the understanding of social relationships
and interactions. Mechanisms for monitoring non-verbal communication or skills for
manipulating social interactions belong to this system. This system also includes
understanding the general moral principles specifying what is acceptable and what is
unacceptable in human relations. Table 1 summarizes the core processes, mental
operations, and concepts that are typical of each domain.

The domain specificity of these systems implies that the mental processes differ from the

one system to the other. Compare, for instance, arithmetic operations in the quantitative
system with mental rotation in the spatial system. The first require the thinker to relate
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quantities; the other require the transformation of the orientation of an object in space.
Moreover, the different systems require different kinds of symbols to represent and
operate on their objects. Compare, for instance, mathematical symbolism in the
quantitative system with mental images in the spatial system. Obviously, these differences
make it difficult to equate the concepts and operations across the various systems in the
mental load they impose on representational capacity, as the models above assume. Case
(1992) also recognized that different types of problem domains, such as the domain of
social, mathematical, and spatial thought, may have a different kind of central conceptual
structure. That is, concepts and executive control structures differ across domains in the
semantic networks that they involve. As a result, development over different concepts
within domains may proceed in parallel but it may be uneven across domains. In fact, Case
and Demetriou worked together to unify their analysis of domains. That is, they suggested
that Demetriou's domains may be specified in terms of Case's central conceptual
structures.

Hypercognition

The third level includes functions and processes oriented to monitoring, representing, and
regulating the environment-oriented systems. The input to this level is information arising
from the functioning of processing potentials and the environment-oriented systems, for
example, sensations, feelings, and conceptions caused by mental activity. The term
hypercognition was used to refer to this level and denote the effects that it exerts on the
other two levels of the mind. Hypercognition involves two central functions, namely
working hypercognition and long-term hypercognition.

Working hypercognition is a strong directive-executive function that is responsible for
setting and pursuing mental and behavioral goals until they are attained. This function
involves processes enabling the person to: (1) set mental and behavioral goals; (2) plan
their attainment; (3) evaluate each step's processing demands vis-a-vis the available
potentials, knowledge, skills and strategies; (4) monitor planned activities vis-a-vis the
goals; and (5) evaluate the outcome attained. These processes operate recursively in such a
way that goals and subgoals may be renewed according to the online evaluation of the
system's distance from its ultimate objective. These regulatory functions operate under the
current structural constraints of the mind that define the current processing potentials.
Recent research suggests that these processes participate in general intelligence together
with processing potentials and the general inferential processes used by the specialized
thought domains described above.

Consciousness is an integral part of the hypercognitive system. The very process of setting
mental goals, planning their attainment, monitoring action vis-a-vis both the goals and the
plans, and regulating real or mental action requires a system that can remember and
review and therefore know itself. Therefore, conscious awareness and all ensuing
functions, such as a self-concept (i.e, awareness of one's own mental characteristics,
functions, and mental states) and a theory of mind (i.e, awareness of others' mental
functions and states) are part of the very construction of the system.
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In fact, long-term hypercognition gradually builds maps or models of mental functions
which are continuously updated. These maps are generally accurate representations of the
actual organization of cognitive processes in the domains mentioned above. When needed,
they can be used to guide problem solving and understanding in the future. Optimum
performance at any time depends on the interaction between actual problem solving
processes specific to a domain and our representations of them. The interaction between
the two levels of mind ensures flexibility of behavior, because the self-oriented level
provides the possibility for representing alternative environment-oriented representations
and actions and thus it provides the possibility for planning.

Development

All of the processes mentioned above develop systematically with age. Speed of processing
increases systematically from early childhood to middle age and it then starts to decrease
again. For instance, to recognize a very simple object takes about 750 milliseconds at the
age of 6 years and only about 450 milliseconds in early adulthood. Control of processing
also becomes more efficient and capable of allowing the person to focus on more complex
information, hold attention for longer periods of time, and alternate between increasingly
larger stacks of stimuli and responses while filtering out irrelevant information. For
instance, to recognize a particular stimulus among conflicting information may take about
2000 milliseconds at the age of 6 years and only about 750 milliseconds in early adulthood.

All components of working memory (e.g., executive functions, numerical, phonological and
visuospatial storage) increase with age. However, the exact capacity of working memory
varies greatly depending upon the nature of information. For example, in the spatial
domain, they may vary from 3 units at the age of six to 5 units at the age of 12 years. In the
domain of mathematical thought, they may vary from about 2 to about 4 units in the same
age period. If executive operations are required, the capacity is extensively limited, varying
from about 1 unit at 6 to about 3 units at 12 years of age. Demetriou proposed the
functional shift model to account for these data. This model presumes that when the mental
units of a given level reach a maximum degree of complexity, the mind tends to reorganize
these units at a higher level of representation or integration so as to make them more
manageable. Having created a new mental unit, the mind prefers to work with this rather
than the previous units due to its functional advantages. An example in the verbal domain
would be the shift from words to sentences and in the quantitative domain from natural
numbers to algebraic representations of numerical relations. The functional shift models
explains how new units are created leading to stage change in the fashion described by
Case and Halford.

The specialized domains develop through the life span both in terms of general trends and
in terms of the typical characteristics of each domain. In the age span from birth to middle
adolescence, the changes are faster in all of the domains. With development, thought in
each of the domains becomes able to deal with increasingly more representations.
Moreover, representations become increasingly interconnected with each other and they
acquire their meaning from their interrelations rather than simply their relations with
concrete objects. As a result, concepts in each of the domains become increasingly defined
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in reference to rules and general principles bridging more local concepts and creating new,
broader, and more abstract concepts. Moreover, understanding and problem solving in
each of the domains evolve from global and less integrated to differentiated, but better
integrated, mental operations. As a result, planning and operation from alternatives
becomes increasingly part of the person's functioning, as well as the increasing ability to
efficiently monitor the problem solving process. This offers flexibility in cognitive
functioning and problem solving across the whole spectrum of specialized domains. Table 2
summarizes the development of the domains from early childhood to adolescence.

Self-awareness and self-regulation in the hypercognitive system also develop
systematically with age. Specifically, with development, self-awareness of cognitive
processes becomes more accurate and shifts from the external and superficial
characteristics of problems (e.g., this is about numbers and this is about pictures) to the
cognitive processes involved (e.g., the one requires addition and the other requires mental
rotation). Moreover, self-representations: (i) involve more dimensions which are better
integrated into increasingly more complex structures; (ii) move along a concrete (e.g., | am
fast and strong) to abstract (e.g., I am able) continuum so that they become increasingly
more abstract and flexible; and (iii) become more accurate in regard to the actual
characteristics and abilities to which they refer (i.e., persons know where they are
cognitively strong and where they are weak). The knowledge available at each phase
defines the kind of self-regulation that can be affected. Thus, self-regulation becomes
increasingly focused, refined, efficient, and strategic. Practically this implies that our
information processing capabilities come under increasing a priori control of our long-term
hypercognitive maps and our self-definitions. Moreover, as we move into middle age,
intellectual development gradually shifts from the dominance of systems that are oriented
to the processing of the environment (such as spatial and propositional reasoning) to
systems that require social support and self-understanding and management (social
understanding). Thus, the transition to mature adulthood makes persons intellectually
stronger and more self-aware of their strengths.

There are strong developmental relations between the various processes, such that
changes at any level of organization of the mind open the way for changes in other levels.
Specifically, changes in speed of processing open the way for changes in the various forms
of control of processing. These, in turn, open the way for the enhancement of working
memory capacity, which subsequently opens the way for development in inferential
processes, and the development of the various specialized domains through the
reorganization of domain-specific skills, strategies, and knowledge and the acquisition of
new ones.

There are top-down effects as well. That is, general inference patterns, such as implication
(if ... then inferences), or disjunction (either ... or inferences), are constructed by mapping
domain-specific inference patterns onto each other through the hypercognitive process of
metarepresentation. Metarepresentation is the primary top-down mechanism of cognitive
change which looks for, codifies, and typifies similarities between mental experiences (past
or present) to enhance understanding and problem-solving efficiency. In logical terms,
metarepresentation is analogical reasoning applied to mental experiences or operations,
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rather than to representations of environmental stimuli. For example, if ... then sentences
are heard over many different occasions in everyday language: if you are a good child then I
will give you a toy; if it rains and you stay out then you become wet; if the glass falls on the
floor then it brakes in pieces; etc. When a child realizes that the sequencing of the if ... then
connectives in language is associated with situations in which the event or thing specified
by if always comes first and it leads to the event or thing specified by then, this child is
actually formulating the inference schema of implication. With development, the schema
becomes a reasoning frame for predictions and interpretations of actual events or
conversations about them.

Brain and cognitive development

Modern research on the organization and functioning of the brain lends support to this
architecture. This research shows that some general aspects of the brain, such as
myelination, plasticity, and connectivity of neurons, are related to some dimensions of
general intelligence, such as speed of processing and learning efficiency. Moreover, there
are brain regions, located mainly in the frontal and parietal cortex that subserve functions
that are central to all cognitive processing, such as executive control, and working memory.
Also, there are many neural networks that specialize in the representation of different
types of information such as verbal (temporal lobe of the brain), spatial (occipital lobe of
the brain) or quantitative information (parietal lobe of the brain).

Moreover, several aspects of neural development are related to cognitive development. For
example, increases in the myelination of neuronal axons, which protect the transmission of
electrical signalling along the axons from leakage, are related to changes in general
processing efficiency. This, in turn, enhances the capacity of working memory, thereby
facilitating transition across the stages of cognitive development. Also it is assumed that
changes within stages of cognitive development are associated with improvements in
neuronal connectivity within brain regions whereas transitions across stages are
associated with improvements in connectivity between brain regions.

Dynamic systems theory

In recent years, there has been an increasing interest in theories and methods that show
promise for capturing and modeling the regularities underlying multiple interacting and
changing processes. Dynamic systems theory is one of them. When multiple processes
interact in complex ways, they very often appear to behave unsystematically and
unpredictably. In fact, however, they are interconnected in systematic ways, such that the
condition of one process at a given point of time t (for example, speed of processing) is
responsible for the condition of another process (for example working memory), at a next
point of time t + 1, and together they determine the condition of a third process (for
example thought), at a time t + 2, which then influences the conditions of the other two
processes at a time t + 3, etc. Dynamic systems theory can reveal and model the dynamic
relationships among different processes and specify the forms of development that result
from different types of interaction among processes. The aim is to explain the order and
systematicity that exist beneath a surface of apparent disorder or "chaos". It needs to be
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noted that there is no limitation as to what processes may be involved in this kind of
modeling. That is, the processes may belong to any of the levels of mind, such as the level of
the processing capacity and the level of problem solving skills.

Paul van Geert was the first to show the promise that dynamic systems theory holds for the
understanding of cognitive development. Van Geert assumed that the basic growth model is
the so-called "logistic growth model"”, which suggests that the development of mental
processes follows an S-like pattern of change. That is, at the beginning, change is very slow
and hardly noticeable; after a given point in time, however, it occurs very rapidly so that
the process or ability spurts to a much higher level in a relatively short period of time;
finally, as this process approaches its end state, change decelerates until it stabilizes.

According to van Geert, logistic growth is a function of three parameters: the present level,
the rate of change, and a limit on the level that can be reached that depends on the
available resources for the functioning of the process under consideration. The first
parameter, i.e., the present level, indicates the potential that a process has for further
development. Obviously, the further away a process is from its end state the more its
potential of change would be. The second (the rate of change), is an augmenting or
multiplying factor applied to the present level. This may come from pressures for change
from the environment or internal drives or motives for improvement. It operates like the
interest rate applied to a no-withdrawal savings account. That is, this is a factor that
indicates the rate at which an ability changes in order to approach its end state. The third
parameter refers to the resources available for development. For example, the working
memory available is the resource for the development of cognitive processes which may
belong to any domain. Many theorists, including Case, Demetriou, and Fischer, used
dynamic systems modeling to investigate and explore the dynamic relations between
cognitive processes during development.

Relations between theories

The neo-Piagetian theories above are related. Pascual-Leone, Case, and Halford attempt to
explain development along the sequence of Piagetian stages and substages. Pascual-Leone
aligned this sequence with a single line of development of mental power that goes from one
to seven mental units. Case suggested that each of four main stages involves different kinds
of mental structures and he specified the mental load of the successive levels or substages
of complexity within each of the main stages. Moreover, he recognized that there may be
different central conceptual structures within each level of executive control structures
that differ between each other in reference to the concepts and semantic relations involved.
Halford attempted to specify the cognitive load of the mental structure that is typical of
each of the main stages. Demetriou integrated into the theory the constructs of speed and
control of processing and he formulated the functional shift model which unifies Pascual-
Leone's notion of underlying common dimension of capacity development with the notion
of qualitative changes in mental structure as development progresses along this dimension.
Moreover, Demetriou did justice to the role of self-awareness in cognitive development and
the relevant autonomy in the development of different domains of thought. Fischer
stressed the importance of skill construction processes in building stage-like constructs
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and he emphasized the role of the environment and social support in skill construction. The
Model of Hierarchical Complexity formulated by Michael Commons offers a useful language
of description of the successive levels of cognitive development while allowing for the
explicit reference to the particularities of concepts and operations specific to each of the
domains. Dynamic systems modeling can capture and express how different processes
interact dynamically when developmental hierarachies are built.

Moreover, Demetriou's theory integrated models from cognitive, psychometric, and
developmental psychology into an overarching model that describes the architecture of the
human mind, its development, and individual differences in regard to both architecture and
development. In as far as architecture is concerned, it is maintained that both general and
specialized capabilities and processes do exist, which are organized hierarchically so that
more complex and specialized processes include more simple or general processes. This
type of architecture converges with more than a century of psychometric research. in
suggesting that general intelligence or g is a very powerful component of human
intelligence. This can be reduced to mechanisms underlying processing efficiency,
processing capacity, executive control, and working memory, which have been the primary
target of research and theory in cognitive psychology and differential psychology. Many
scholars argue that fluid intelligence, that is the general mechanisms underlying learning,
problem solving, and the handling of novelty, depends on these processes. Also, changes in
these very mechanisms seem able to explain, to a considerable extent, the changes in the
quality of understanding and problem solving at successive age levels, which is the object
of developmental psychology and individual differences in regard to it.

Thus, an overarching definition of intelligence can be as follows: The more mentally
efficient (that is, the faster and more focused on goal), capable (that is, the more
information one can hold in mind at a given moment), foresighted (that is, the more clearly
one can specify his goals and plan how to achieve them), and flexible (that is, the more one
can introduce variations in the concepts and mental operations one already possesses) a
person is, the more intelligent (both in regard to other individuals and in regard to a
general developmental hierarchy) this person is. In psychometric terms, this is tantamount
to saying that differences in the processes associated with g cause differences in general
inferential and reasoning mechanisms. In developmental terms, this is tantamount to
saying that changes in the processes underlying g result in the qualitative transformation of
the general structures of thought underlying understanding and reasoning at successive
ages so that more complex and less familiar problems can be solved and more abstract
concepts can be constructed. Thus, differences between persons in IQ or in the rate of
development result, additively, from differences in all of the processes mentioned here.
Thus, this theory, on the one hand, surpasses Arthur Jensen's theory of general intelligence
in that it recognizes the importance of specialized domains in the human mind, which are
underestimated in Jensen's theory. On the other hand, by recognizing the role of general
processes and showing how specialized competences are constrained by them, it also
surpasses Howard Gardner's theory of multiple intelligences, which underestimates the
operation of common processes.
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Implications for education

Education and the psychology of cognitive development converge on a number of crucial
assumptions. First, the psychology of cognitive development defines human cognitive
competence at successive phases of development. That is, it specifies what aspects of the
world can be understood at different ages, what kinds of concepts can be constructed, and
what types of problems can be solved. Education aims to help students acquire knowledge
and develop skills which are compatible with their understanding and problem-solving
capabilities at different ages. Thus, knowing the students' level on a developmental
sequence provides information on the kind and level of knowledge they can assimilate,
which, in turn, can be used as a frame for organizing the subject matter to be taught at
different school grades. This is the reason why Piaget's theory of cognitive development
was so influential for education, especially mathematics and science education.

In the 60s and the 70s, school curricula were designed to implement Piaget's ideas in the
classroom. For example, in mathematics, teaching must build on the stage sequence of
mathematical understanding. Thus, in preschool and early primary (elementary) school,
teaching must focus on building the concept of numbers, because concepts are still unstable
and uncoordinated. In the late primary school years operations on numbers must be
mastered because concrete operational thought provides the mental background for this.
In adolescence the relations between numbers and algebra can be taught, because formal
operational thought allows for conception and manipulation of abstract and
multidimensional concepts. In science teaching, early primary education should familiarize
the children with properties of the natural world, late primary education should lead the
children to practice exploration and master basic concepts such as space, area, time,
weight, volume, etc., and, in adolescence, hypothesis testing, controlled experimentation,
and abstract concepts, such as energy, inertia, etc., can be taught.

In the same direction, the neo-Piagetian theories of cognitive development suggest that in
addition to the concerns above, sequencing of concepts and skills in teaching must take
account of the processing and working memory capacities that characterize successive age
levels. In other words, the overall structure of the curriculum across time, in any field, must
reflect the developmental processing and representational possibilities of the students as
specified by all of the theories summarized above. This is necessary because when
understanding of the concepts to be taught at a given age requires more than the available
capacity, the necessary relations cannot be worked out by the student. In fact, Demetriou
has shown that speed of processing and working memory are excellent predictors of school
performance.

Second, the psychology of cognitive development involves understanding how cognitive
change takes place and recognizing the factors and processes which enable cognitive
competence to develop. Education also capitalizes on cognitive change. The transmission of
information and the construction of knowledge presuppose effective teaching methods.
Effective teaching methods have to enable the student to move from a lower to a higher
level of understanding or abandon less efficient skills for more efficient ones. Therefore,
knowledge of change mechanisms can be used as a basis for designing instructional
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interventions that will be both subject- and age-appropriate. Comparison of past to present
knowledge, reflection on actual or mental actions vis-a-vis alternative solutions to
problems, tagging new concepts or solutions to symbols that help one recall and mentally
manipulate them are just a few examples of how mechanisms of cognitive development
may be used to facilitate learning. For example, to support metarepresentation and
facilitate the emergence of general reasoning patterns from domain specific processing,
teaching must continually raise awareness in students of what may be abstracted from any
particular domain-specific learning. Specifically, the student must be led to become aware
of the underlying relations that surpass content differences and of the very mental
processes used while handling them (for instance, elaborate on how particular inference
schemas, such as implication, operate in different domains).

Finally, the psychology of cognitive development is concerned with individual differences
in the organization of cognitive processes and abilities, in their rate of change, and in their
mechanisms of change. The principles underlying intra- and inter-individual differences
could be educationally useful, because it highlights why the same student is not an equally
good learner in different domains, and why different students in the same classroom react
differently to the same instructional materials. For instance, differences between same age
students in the same classroom in processing efficiency and working memory may
differentiate these students in their understanding and mastering of the concepts or skills
taught at a given moment. That is, students falling behind the demands would most
probably have problems in capturing the concepts and skills taught. Thus, knowing the
students' potentials in this regard would enable the teacher to develop individual examples
of the target concepts and skills that would cater for the needs of the different students so
that no one is left behind. Also, differences in the developmental condition, experience,
familiarity, or interest in respect to the various domains would most certainly cause
differences in how students would respond to teaching related to them. This is equally true
for both differences between students and differences within the same student. In Case's
terms, the central conceptual structures available in different domains would not
necessarily match the complexity of executive control structures that are possible based on
the students' processing and representational capacity. As a result, teaching would have to
accommodate these differences if it is to lead each of the students to the optimum of their
possibilities across all domains. Finally, identifying individual differences with regard to
the various aspects of cognitive development could be the basis for the development of
programs of individualized instruction which may focus on the gifted student or which may
be of a remedial nature.

The discussion here about the educational implications of the neo-Piagetian theories of
cognitive development taken as whole suggests that these theories provide a frame for
designing educational interventions that is more focused and specific than traditional
theories of cognitive development, such as the theory of Piaget, or theories of intelligence,
such as the theories discussed above. Of course, much research is still needed for the
proper application of these theories into the various aspects of education.
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Psychology of reasoning

The psychology of reasoning is the study of how people reason, often broadly defined as
the process of drawing conclusions to inform how people solve problems and make
decisions. It is at the intersection of psychology, philosophy, linguistics, cognitive science,
artificial intelligence, logic, and probability theory.

Overview

Psychological experiments on how humans and other animals reason have been carried out
for over 100 years. An enduring question is whether or not people have the capacity to be
rational. What does it mean to be rational? Current research in this area addresses various
questions about reasoning, rationality, intelligence, relationships between emotion and
reasoning, and development.

Everyday reasoning

How do people reason about sentences in natural language? Most experimentation on
deduction has been carried out on hypothetical thought, in particular, examining how
people reason about conditionals, e.g., If A then B. Participants in experiments make the
modus ponens inference, given the indicative conditional If A then B, and given the premise
A, they conclude B. But given the indicative conditional and the minor premise for the
modus tollens inference, not-B, about half of the participants in experiments conclude not-
A and the remainder conclude that nothing follows.

The ease with which people make conditional inferences is affected by content, as
demonstrated in the well-known selection task developed by Peter Wason. Participants are
better able to test a conditional that contains sensible content, e.g., if the envelope is sealed
then it must have a 50 cent stamp on it compared to one that contains symbolic content,
e.g. if the letter is a vowel then the number is even. Background knowledge can also lead to
the suppression of even the simple modus ponens inference. Participants given the
conditional if Lisa has an essay to write then she studies late in the library and the premise
Lisa has an essay to write make the modus ponens inference 'she studies late in the library’,
but the inference is suppressed when they are also given a second conditional if it the
library stays open then she studies late in the library. Interpretations of the suppression
effect are controversial.

Other investigations of propositional inference examine how people think about
disjunctive alternatives, e.g., A or else B, and how they reason about negation, e.g., It is not
the case that A and B. Many experiments have been carried out to examine how people
make relational inferences, including comparisons, e.g., A is better than B. Such
investigations also concern spatial inferences, e.g. A is in front of B and temporal
inferences, e.g. A occurs before B. Other common tasks include categorical syllogisms, used
to examine how people reason about quantifiers such as All or Some, e.g., Some of the A are
not B.
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Theories of reasoning

There are several alternative theories of the cognitive processes that human reasoning is
based on. One view is that people rely on a mental logic consisting of formal (abstract or
syntactic) inference rules similar to those developed by logicians in the propositional
calculus. Another view is that people rely on domain-specific or content-sensitive rules of
inference. A third view is that people rely on mental models, that is, mental representations
that correspond to imagined possibilities. A fourth view is that people compute
probabilities.

One controversial theoretical issue is the identification of an appropriate competence
model, or a standard against which to compare human reasoning. Initially classical logic
was chosen as a competence model. Subsequently some researchers opted for non-
monotonic logic and Bayesian probability. Research on mental models and reasoning has
led to the suggestion that people are rational in principle but err in practice. Connectionist
approaches towards reasoning have also been proposed.

Development of reasoning

How does reasoning develop? Jean Piaget's theory of cognitive development describes a
sequence of stages in the development of reasoning from infancy to adulthood. According
to the neo-Piagetian theories of cognitive development, changes in reasoning with
development come from increasing working memory capacity, increasing speed of
processing, and enhanced executive functions and control. Increasing self-awareness is also
an important factor.

Mental model

A mental model is an explanation of someone's thought process about how something
works in the real world. It is a representation of the surrounding world, the relationships
between its various parts and a person's intuitive perception about their own acts and their
consequences. Our mental models help shape our behaviour and define our approach to
solving problems (akin to a personal algorithm) and carrying out tasks.

Overview

A mental model is a kind of internal symbol or representation of external reality,
hypothesized to play a major role in cognition, reasoning and decision-making. Kenneth
Craik suggested in 1943 that the mind constructs "small-scale models" of reality that it uses

to anticipate events.

One example is provided in the following description from Richard Feynman:
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[ had a scheme, which I still use today when somebody is explaining something that I'm
trying to understand: I keep making up examples. For instance, the mathematicians would
come in with a terrific theorem, and they're all excited. As they're telling me the conditions
of the theorem, I construct something which fits all the conditions. You know, you have a
set (one ball) - disjoint (two balls). Then the balls turn colors, grow hairs, or whatever, in
my head as they put more conditions on. Finally they state the theorem, which is some
dumb thing about the ball which isn't true for my hairy green ball thing, so I say, 'False!'

Jay Wright Forrester defined general mental models as:

"The image of the world around us, which we carry in our head, is just a model. Nobody
in his head imagines all the world, government or country. He has only selected concepts,
and relationships between them, and uses those to represent the real system."

In psychology, the term "mental models” is sometimes used to refer to mental
representations or mental simulation generally. At other times it is used to refer to mental
models and reasoning and to the mental model theory of reasoning developed by Philip
Johnson-Laird and Ruth M.]. Byrne.

History

The term is believed to have originated with Kenneth Craik in his 1943 book The Nature of
Explanation. Georges-Henri Luquet in Le dessin enfantin (Children's Drawings), published
in 1927 by Alcan, Paris, argued that children construct internal models, a view that
influenced, among others, Jean Piaget.

Philip Johnson-Laird published Mental Models: Towards a Cognitive Science of Language,
Inference and Consciousness in 1983. In the same year, Dedre Gentner and Albert Stevens
edited a collection of chapters in a book also titled Mental Models. The first line of their
book explains the idea further: "One function of this chapter is to belabor the obvious;
people's views of the world, of themselves, of their own capabilities, and of the tasks that
they are asked to perform, or topics they are asked to learn, depend heavily on the
conceptualizations that they bring to the task." (See Mental Models (Gentner-Stevens
book).)

Since then there has been much discussion and use of the idea in human-computer
interaction and usability by researchers including Donald Norman and Steve Krug in his
book Don't Make Me Think. Walter Kintsch and Teun A. van Dijk, using the term situation
model (in their book Strategies of Discourse Comprehension, 1983), showed the relevance
of mental models for the production and comprehension of discourse.

Mental models and reasoning
One view of human reasoning is that it depends on mental models. On this view mental

models can be constructed from perception, imagination, or the comprehension of
discourse (Johnson-Laird, 1983). Such mental models are akin to architects' models or to
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physicists' diagrams in that their structure is analogous to the structure of the situation
that they represent, unlike, say, the structure of logical forms used in formal rule theories
of reasoning. In this respect they are a little like pictures in the "picture” theory of language
described by Ludwig Wittgenstein in 1922. Philip Johnson-Laird and Ruth M.]. Byrne
developed a theory of mental models which makes the assumption that reasoning depends,
not on logical form, but on mental models (Johnson-Laird and Byrne, 1991).

Principles of mental models

Mental models are based on a small set of fundamental assumptions, which distinguish
them from other proposed representations in the psychology of reasoning (Byrne and
Johnson-Laird, 2009). Each mental model represents a possibility. A mental model
represents one possibility, capturing what is common to all the different ways in which the
possibility may occur (Johnson-Laird and Byrne, 2002). Mental models are iconigc, i.e., each
part of a model corresponds to each part of what it represents (Johnson-Laird, 2006).
Mental models are based on a principle of truth: they represent only those situations that
are possible, and each model of a possibility represents only what is true in that possibility
according to the proposition. Mental models can represent what is false, temporarily
assumed to be true, e.g., in the case of counterfactual conditionals and counterfactual
thinking (Byrne, 2005).

Reasoning with mental models

People infer that a conclusion is valid if it holds in all the possibilities. Procedures for
reasoning with mental models rely on counterexamples to refute invalid inferences; they
establish validity by ensuring that a conclusion holds over all the models of the premises.
Reasoners focus on a subset of the possible models of multiple-model problems—often just
a single model. The ease with which reasoners can make deductions is affected by many
factors, including age and working memory (Barrouillet, et al, 2000). They reject a
conclusion if they find a counterexample, i.e., a possibility in which the premises hold, but
the conclusion does not (Schroyens, et al. 2003; Verschueren, et al., 2005).

Criticisms

Scientific debate continues about whether human reasoning is based on mental models,
formal rules of inference (e.g., O'Brien, 2009), domain-specific rules of inference (e.g.,
Cheng & Holyoak, 2008; Cosmides, 2005), or probabilities (e.g., Oaksford and Chater,
2007). Many empirical comparisons of the different theories have been carried out (e.g.,
Oberauer, 2006).

Mental models in system dynamics

Characteristics

A mental model is generally:
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» founded on hardly qualifiable, impugnable, obscure, or incomplete facts

= flexible - is considerably variable in positive as well as in negative sense

= effects as information filter - causes selective perception, perception of only
selected parts of information

= compared with the complexities surrounding the world is very limited and even
when the scientific model is extensive and in accordance with a certain reality in the
derivation of logical consequences of it we are very limited. We must take into
account such restrictions on working memory—i.e. well-known rule on the
maximum number of elements that we are suddenly able to remember, gestaltismus
or failure of the principles of logic, etc.

= sources of information, which one can not find anywhere else, are available at any
time and can be used. If other routes are possible, which is linked with the fact that
it is not always clearly understood by the other, the process of interpretation can be
interpreted in different ways.

Mental models are fundamental to understanding organizational learning. Mental models
are "deeply held images of thinking and acting." Mental models are so basic to our
understanding of the world that we are hardly conscious of them.

Expression of mental models
Three basic forms are used:

= Polygons - whose vertices sharing the edge represent related items.

= (Causal loop diagrams - displaying tendency and a direction of information
connections and the resulting causality

* Flow diagram - a more appropriate way to express a dynamic system

Mental model in relation to the system dynamics and systemic thinking

The simplification of reality, you create so that we were able to find a sense of reality,
seeking to overcome systemic thinking and system dynamics.

These two disciplines help us to construct a better coordinated with the reality of mental
models and simulate it accurately. They increase the probability that the consequences of
how we will decide and act in accordance with how we plan to.

= System dynamics - extending our mental models through the creation of explicit
models, which are clear, easily communicating and can be compared with each
other.

= Systemic thinking - seeking the means to improve the mental models and thereby
improve the quality of dynamic decisions that are based on mental models

Single and double-loop learning
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After analyzing the basic characteristics, it is necessary to bring the process of change
mental models, or the process of learning. Learning is a back-loop process and feedback
can be illustrated as:

Single-loop learning

Our mental models affect the way we work with the information and determine the final
decision. The decision itself changes, but the mental models remain the same. It is the
predominant method of learning, because it is very convenient. One established mental
model is fixed, so the next decision is very fast.

Double-loop learning

Is used when it is necessary to change the mental model on which our decision depends.
Unlike single loops, this model includes a shift in understanding—from simple and static to
broader and more dynamic—such as taking into account the changes in the surroundings

and the need for expression changes in mental models.

Process of learning:
Real world

o Information
Decision feedback

0

Feedback process
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Real world

Decision Information
feedback

—

decision-making Mental
rules model

Single-loop learning

Real world

Decision Information
feedback

B

decision-making Mental
rules model

e

Double-loop learning
Language to express the system of thought

For a description of the structure is used in general to understand the universal graphic
symbols, which can describe the structure of generating behavior of any system in time. If
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individual elements correctly defined, it is possible for a computer in a software model to
simulate and interpret the results (e.g. in the form of graphs).

Problem solving

Problem solving is a mental process and is part of the larger problem process that includes
problem finding and problem shaping. Considered the most complex of all intellectual
functions, problem solving has been defined as higher-order cognitive process that
requires the modulation and control of more routine or fundamental skills. Problem
solving occurs when an organism or an artificial intelligence system needs to move from a
given state to a desired goal state.

Overview

The nature of human problem solving methods has been studied by psychologists over the
past hundred years. There are several methods of studying problem solving, including;
introspection, behaviorism, simulation, computer modeling and experiment.

Beginning with the early experimental work of the Gestaltists in Germany (e.g. Duncker,
1935 ), and continuing through the 1960s and early 1970s, research on problem solving
typically conducted relatively simple, laboratory tasks (e.g. Duncker's "X-ray" problem;
Ewert & Lambert's 1932 "disk" problem, later known as Tower of Hanoi) that appeared
novel to participants (e.g. Mayer, 1992 ). Various reasons account for the choice of simple
novel tasks: they had clearly defined optimal solutions, they were solvable within a
relatively short time frame, researchers could trace participants' problem-solving steps,
and so on. The researchers made the underlying assumption, of course, that simple tasks
such as the Tower of Hanoi captured the main properties of "real world" problems, and
that the cognitive processes underlying participants' attempts to solve simple problems
were representative of the processes engaged in when solving "real world" problems. Thus
researchers used simple problems for reasons of convenience, and thought generalizations
to more complex problems would become possible. Perhaps the best-known and most
impressive example of this line of research remains the work by Allen Newell and Herbert
Simon .

Simple laboratory-based tasks can be useful in explicating the steps of logic and reasoning
that underlie problem solving; however, they omit the complexity and emotional valence of
"real-world" problems. In clinical psychology, researchers have focused on the role of
emotions in problem solving (D'Zurilla & Goldfried, 1971; D'Zurilla & Nezu, 1982),
demonstrating that poor emotional control can disrupt focus on the target task and impede
problem resolution (Rath, Langenbahn, Simon, Sherr, & Diller, 2004). In this
conceptualization, human problem solving consists of two related processes: problem
orientation, the motivational/attitudinal/affective approach to problematic situations and
problem-solving skills, the actual cognitive-behavioral steps, which, if successfully
implemented, lead to effective problem resolution. Working with individuals with frontal
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lobe injuries, neuropsychologists have discovered that deficits in emotional control and
reasoning can be remediated, improving the capacity of injured persons to resolve
everyday problems successfully (Rath, Simon, Langenbahn, Sherr, & Diller, 2003).

Europe

In Europe, two main approaches have surfaced, one initiated by Donald Broadbent (1977;
see Berry & Broadbent, 1995) in the United Kingdom and the other one by Dietrich Dérner
(1975, 1985; see Dorner & Wearing, 1995) in Germany. The two approaches have in
common an emphasis on relatively complex, semantically rich, computerized laboratory
tasks, constructed to resemble real-life problems. The approaches differ somewhat in their
theoretical goals and methodology, however. The tradition initiated by Broadbent
emphasizes the distinction between cognitive problem-solving processes that operate
under awareness versus outside of awareness, and typically employs mathematically well-
defined computerized systems. The tradition initiated by Doérner, on the other hand, has an
interest in the interplay of the cognitive, motivational, and social components of problem
solving, and utilizes very complex computerized scenarios that contain up to 2,000 highly
interconnected variables (e.g., Dorner, Kreuzig, Reither & Stiaudel's 1983 LOHHAUSEN
project; Ringelband, Misiak & Kluwe, 1990). Buchner (1995) describes the two traditions in
detail.

To sum up, researchers' realization that problem-solving processes differ across
knowledge domains and across levels of expertise (e.g. Sternberg, 1995) and that,
consequently, findings obtained in the laboratory cannot necessarily generalize to
problem-solving situations outside the laboratory, has during the past two decades led to
an emphasis on real-world problem solving. This emphasis has been expressed quite
differently in North America and Europe, however. Whereas North American research has
typically concentrated on studying problem solving in separate, natural knowledge
domains, much of the European research has focused on novel, complex problems, and has
been performed with computerized scenarios (see Funke, 1991, for an overview).

USA and Canada

In North America, initiated by the work of Herbert Simon on learning by doing in
semantically rich domains (e.g. Anzai & Simon, 1979; Bhaskar & Simon, 1977), researchers
began to investigate problem solving separately in different natural knowledge domains -
such as physics, writing, or chess playing - thus relinquishing their attempts to extract a
global theory of problem solving (e.g. Sternberg & Frensch, 1991). Instead, these
researchers have frequently focused on the development of problem solving within a
certain domain, that is on the development of expertise (e.g. Anderson, Boyle & Reiser,
1985; Chase & Simon, 1973; Chi, Feltovich & Glaser, 1981).

Areas that have attracted rather intensive attention in North America include such diverse
fields as:

Problem Solving (Kepner & Tregoe, 1958)
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Reading (Stanovich & Cunningham, 1991)

Writing (Bryson, Bereiter, Scardamalia & Joram, 1991)

Calculation (Sokol & McCloskey, 1991)

Political decision making (Voss, Wolfe, Lawrence & Engle, 1991)

Problem Solving for Business (Cornell, 2010)

Managerial problem solving (Wagner, 1991)

Lawyers' reasoning (Amsel, Langer & Loutzenhiser, 1991)

Mechanical problem solving (Hegarty, 1991)

Problem solving in electronics (Lesgold & Lajoie, 1991)

Computer skills (Kay, 1991)

Game playing (Frensch & Sternberg, 1991)

Personal problem solving (Heppner & Krauskopf, 1987)

Mathematical problem solving (Polya, 1945; Schoenfeld, 1985)

Social problem solving (D'Zurilla & Goldfreid, 1971; D'Zurilla & Nezu, 1982)
Problem solving for innovations and inventions: TRIZ (Altshuller, 1973, 1984, 1994)

Characteristics of difficult problems

As elucidated by Dietrich Dorner and later expanded upon by Joachim Funke, difficult
problems have some typical characteristics that can be summarized as follows:

Intransparency (lack of clarity of the situation)
commencement opacity
continuation opacity

Polytely (multiple goals)
inexpressiveness
opposition
transience

Complexity (large numbers of items, interrelations and decisions)
enumerability
connectivity (hierarchy relation, communication relation, allocation relation)
heterogeneity

Dynamics (time considerations)
temporal constraints
temporal sensitivity
phase effects
dynamic unpredictability

The resolution of difficult problems requires a direct attack on each of these characteristics
that are encountered.

In reform mathematics, greater emphasis is placed on problem solving relative to basic
skills, where basic operations can be done with calculators. However some "problems" may
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actually have standard solutions taught in higher grades. For example, kindergarteners
could be asked how many fingers are there on all the gloves of 3 children, which can be
solved with multiplication.

Problem-solving techniques

Abstraction: solving the problem in a model of the system before applying it to the
real system

Analogy: using a solution that solved an analogous problem

Brainstorming: (especially among groups of people) suggesting a large number of
solutions or ideas and combining and developing them until an optimum is found
Divide and conquer: breaking down a large, complex problem into smaller, solvable
problems

Hypothesis testing: assuming a possible explanation to the problem and trying to
prove (or, in some contexts, disprove) the assumption

Lateral thinking: approaching solutions indirectly and creatively

Means-ends analysis: choosing an action at each step to move closer to the goal
Method of focal objects: synthesizing seemingly non-matching characteristics of
different objects into something new

Morphological analysis: assessing the output and interactions of an entire system
Reduction: transforming the problem into another problem for which solutions exist
Research: employing existing ideas or adapting existing solutions to similar
problems

Root cause analysis: eliminating the cause of the problem

Trial-and-error: testing possible solutions until the right one is found

Proof: try to prove that the problem cannot be solved. The point where the proof
fails will be the starting point for solving it

"A solution, to be a solution, must share some of the problems characteristics." Richard L

Kempe

Problem-solving methodologies

Eight Disciplines Problem Solving

GROW model

How to solve it

Kepner-Tregoe

PDCA

RPR Problem Diagnosis

TRIZ (Teoriya Resheniya Izobretatelskikh Zadatch, "theory of solving inventor's
problems")

Example applications

Problem solving is of crucial importance in engineering when products or processes fail, so
corrective action can be taken to prevent further failures. Perhaps of more value, problem
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solving can be applied to a product or process prior to an actual fail event i.e. a potential
problem can be predicted, analyzed and mitigation applied so the problem never actually
occurs. Techniques like Failure Mode Effects Analysis can be used to proactively reduce the
likelihood of problems occurring. Forensic engineering is an important technique of failure
analysis which involves tracing product defects and flaws. Corrective action can then be
taken to prevent further failures.

Abstraction

Abstraction is a process by which higher concepts are derived from the usage and
classification of literal ("real" or "concrete") concepts, first principles, or other methods. An
"abstraction” (noun) is a concept that acts as super-categorical noun for all subordinate
concepts, and connects any related concepts as a group, field, or category.

Abstractions may be formed by reducing the information content of a concept or an
observable phenomenon, typically to retain only information which is relevant for a
particular purpose. For example, abstracting a leather soccer ball to the more general idea
of a ball retains only the information on general ball attributes and behavior, eliminating
the characteristics of that particular ball.

Origins

The first symbols of abstract thinking in humans can be traced to fossils dating between
50,000 and 100,000 years ago in Africa. However, language itself, whether spoken or
written, involves abstract thinking.

Thought process

In philosophical terminology, abstraction is the thought process wherein ideas are
distanced from objects.

Abstraction uses a strategy of simplification, wherein formerly concrete details are left
ambiguous, vague, or undefined; thus effective communication about things in the abstract
requires an intuitive or common experience between the communicator and the
communication recipient. This is true for all verbal /abstract communication.

Cat on Mat (picture 1)

For example, many different things can be red. Likewise, many things sit on surfaces (as in
picture 1, to the right). The property of redness and the relation sitting-on are therefore
abstractions of those objects. Specifically, the conceptual diagram graph 1 identifies only
three boxes, two ellipses, and four arrows (and their five labels), whereas the picture 1
shows much more pictorial detail, with the scores of implied relationships as implicit in the
picture rather than with the nine explicit details in the graph.
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Graph 1 details some explicit relationships between the objects of the diagram. For
example the arrow between the agent and CAT:Elsie depicts an example of an is-a
relationship, as does the arrow between the location and the MAT. The arrows between the
gerund SITTING and the nouns agent and location express the diagram's basic relationship;
"agent is SITTING on location"; Elsie is an instance of CAT.

Conceptual graph for A Cat sitting on the Mat (graph 1)

Although the description sitting-on (graph 1) is more abstract than the graphic image of a
cat sitting on a mat (picture 1), the delineation of abstract things from concrete things is
somewhat ambiguous; this ambiguity or vagueness is characteristic of abstraction. Thus
something as simple as a newspaper might be specified to six levels, as in Douglas
Hofstadter's illustration of that ambiguity, with a progression from abstract to concrete in
Godel, Escher, Bach (1979):

(1) a publication
(2) anewspaper
(3) The San Francisco Chronicle
(4) the May 18 edition of the Chronicle
(5) my copy of the May 18 edition of the Chronicle

(6) my copy of the May 18 edition of the Chronicle as it was when I first
picked it up (as contrasted with my copy as it was a few days later: in my fireplace,
burning)
An abstraction can thus encapsulate each of these levels of detail with no loss of generality.
But perhaps a detective or philosopher/scientist/engineer might seek to learn about some
thing, at progressively deeper levels of detail, to solve a crime or a puzzle.
Referents
Abstractions sometimes have ambiguous referents; for example, "happiness” (when used
as an abstraction) can refer to as many things as there are people and events or states of
being which make them happy. Likewise, "architecture” refers not only to the design of
safe, functional buildings, but also to elements of creation and innovation which aim at
elegant solutions to construction problems, to the use of space, and to the attempt to evoke

an emotional response in the builders, owners, viewers and users of the building.

Instantiation
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Things that do not exist at any particular place and time are often considered abstract. By
contrast, instances, or members, of such an abstract thing might exist in many different
places and times. Those abstract things are then said to be multiply instantiated, in the
sense of picture 1, picture 2, etc., shown above.

[t is not sufficient, however, to define abstract ideas as those that can be instantiated and to
define abstraction as the movement in the opposite direction to instantiation. Doing so
would make the concepts "cat" and "telephone” abstract ideas since despite their varying
appearances, a particular cat or a particular telephone is an instance of the concept "cat" or
the concept "telephone”. Although the concepts "cat” and "telephone" are abstractions, they
are not abstract in the sense of the objects in graph 1 above.

We might look at other graphs, in a progression from cat to mammal to animal, and see that
animal is more abstract than mammal; but on the other hand mammal is a harder idea to
express, certainly in relation to marsupial or monotreme.

Physicality

A physical object (a possible referent of a concept or word) is considered concrete (not
abstract) if it is a particular individual that occupies a particular place and time.

Abstract things are sometimes defined as those things that do not exist in reality or exist
only as sensory experiences, like the color red. That definition, however, suffers from the
difficulty of deciding which things are real (i.e. which things exist in reality). For example, it
is difficult to agree to whether concepts like God, the number three, and goodness are real,
abstract, or both.

An approach to resolving such difficulty is to use predicates as a general term for whether
things are variously real, abstract, concrete, or of a particular property (e.g. good).
Questions about the properties of things are then propositions about predicates, which
propositions remain to be evaluated by the investigator. In the graph 1 above, the graphical
relationships like the arrows joining boxes and ellipses might denote predicates. Different
levels of abstraction might be denoted by a progression of arrows joining boxes or ellipses
in multiple rows, where the arrows point from one row to another, in a series of other
graphs, say graph 2, etc.

Abstraction used in philosophy

Abstraction in philosophy is the process (or, to some, the alleged process) in concept-
formation of recognizing some set of common features in individuals, and on that basis
forming a concept of that feature. The notion of abstraction is important to understanding
some philosophical controversies surrounding empiricism and the problem of universals. [t
has also recently become popular in formal logic under predicate abstraction. Another
philosophical tool for discussion of abstraction is thought space.
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In the Urantia Book glossary Dr. William S. Sadler commented that "Philosophers commit
their gravest error when they are misled into the fallacy of abstraction, the practice of
focusing the attention upon one aspect of reality and then of pronouncing such an isolated
aspect to be the whole truth." (42.6) 2:7.5

Ontological status

The way that physical objects, like rocks and trees, have being differs from the way that
properties of abstract concepts or relations have being, for example the way the concrete,
particular, individuals pictured in picture 1 exist differs from the way the concepts
illustrated in graph 1 exist. That difference accounts for the ontological usefulness of the
word "abstract". The word applies to properties and relations to mark the fact that, if they
exist, they do not exist in space or time, but that instances of them can exist, potentially in
many different places and times.

Perhaps confusingly, some philosophies refer to tropes (instances of properties) as
abstract particulars. E.g., the particular redness of a particular apple is an abstract
particular. Akin to qualia and sumbebekos.

In linguistics

Reification, also called hypostatization, might be considered a formal fallacy whenever an
abstract concept, such as "society" or "technology" is treated as if it were a concrete object.
In linguistics this is called metonymy, in which abstract concepts are referred to using the
same sorts of nouns that signify concrete objects. Metonymy is an aspect of the English
language and of other languages. It can blur the distinction between abstract and concrete
things:

1805: Horatio Nelson (Battle of Trafalgar) - "England expects that every man will do his
duty”

Compression

An abstraction can be seen as a process of mapping multiple different pieces of constituent
data to a single piece of abstract data based on similarities in the constituent data, for
example many different physical cats map to the abstraction "CAT". This conceptual
scheme emphasizes the inherent equality of both constituent and abstract data, thus
avoiding problems arising from the distinction between "abstract” and "concrete". In this
sense the process of abstraction entails the identification of similarities between objects
and the process of associating these objects with an abstraction (which is itself an object).

For example, picture 1 above illustrates the concrete relationship "Cat sits on Mat".
Chains of abstractions can therefore be constructed moving from neural impulses arising

from sensory perception to basic abstractions such as color or shape to experiential
abstractions such as a specific cat to semantic abstractions such as the "idea" of a CAT to
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classes of objects such as "mammals” and even categories such as "object" as opposed to
"action".

For example, graph 1 above expresses the abstraction "agent sits on location".

This conceptual scheme entails no specific hierarchical taxonomy (such as the one
mentioned involving cats and mammals), only a progressive exclusion of detail.

The neurology of abstraction

A recent meta-analysis suggests that the verbal system has greater engagement for abstract
concepts when the perceptual system is more engaged for processing of concrete concepts.
This is because abstract concepts elicit greater brain activity in the inferior frontal gyrus
and middle temporal gyrus compared to concrete concepts when concrete concepts elicit
greater activity in the posterior cingulate, precuneus, fusiform gyrus, and parahippocampal

gyrus.

Other research into the human brain suggests that the left and right hemispheres differ in
their handling of abstraction. For example, one meta-analysis reviewing human brain
lesions has shown a left hemisphere bias during tool usage.

Abstraction in art

Typically, abstraction is used in the arts as a synonym for abstract art in general. Strictly
speaking, it refers to art unconcerned with the literal depiction of things from the visible
world—it can, however, refer to an object or image which has been distilled from the real
world, or indeed, another work of art. Artwork that reshapes the natural world for
expressive purposes is called abstract; that which derives from, but does not imitate a
recognizable subject is called nonobjective abstraction. In the 20th century the trend
toward abstraction coincided with advances in science, technology, and changes in urban
life, eventually reflecting an interest in psychoanalytic theory. Later still, abstraction was
manifest in more purely formal terms, such as color, freed from objective context, and a
reduction of form to basic geometric designs.

In music, the term abstraction can be used to describe improvisatory approaches to
interpretation, and may sometimes indicate abandonment of tonality. Atonal music has no
key signature, and is characterized the exploration of internal numeric relationships.

Abstraction in psychology

Carl Jung's definition of abstraction broadened its scope beyond the thinking process to
include exactly four mutually exclusive, opposing complementary psychological functions:
sensation, intuition, feeling, and thinking. Together they form a structural totality of the
differentiating abstraction process. Abstraction operates in one of these opposing functions
when it excludes the simultaneous influence of the other functions and other irrelevancies,
such as emotion. Abstraction requires selective use of this structural split of abilities in the
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psyche. The opposite of abstraction is concretism. Abstraction is one of Jung's 57
definitions in Chapter XI of Psychological Types.

There is an abstract thinking, just as there is abstract feeling, sensation and intuition.
Abstract thinking singles out the rational, logical qualities ... Abstract feeling does the same
with ... its feeling-values. ... I put abstract feelings on the same level as abstract thoughts. ...
Abstract sensation would be aesthetic as opposed to sensuous sensation and abstract
intuition would be symbolic as opposed to fantastic intuition. (Jung, [1921] (1971):par.
678).

Abstraction in computer science

Computer scientists use abstraction and communicate their solutions with the computer in
some particular computer language. Abstraction allows program designers to separate
categories and concepts from instances of implementation, so that they do not depend on
software or hardware.

Abstraction in mathematics

Abstraction in mathematics is the process of extracting the underlying essence of a
mathematical concept, removing any dependence on real world objects with which it might
originally have been connected, and generalizing it so that it has wider applications or
matching among other abstract descriptions of equivalent phenomena.

The advantages of abstraction in mathematics are:

it reveals deep connections between different areas of mathematics
known results in one area can suggest conjectures in a related area
techniques and methods from one area can be applied to prove results in a related area.

The main disadvantage of abstraction is that highly abstract concepts are more difficult to
learn, and require a degree of mathematical maturity and experience before they can be
assimilated.

Analogy

Analogy is a cognitive process of transferring information or meaning from a particular
subject (the analogue or source) to another particular subject (the target), and a linguistic
expression corresponding to such a process. In a narrower sense, analogy is an inference or
an argument from one particular to another particular, as opposed to deduction, induction,
and abduction, where at least one of the premises or the conclusion is general. The word
analogy can also refer to the relation between the source and the target themselves, which
is often, though not necessarily, a similarity, as in the biological notion of analogy.

Niels Bohr's model of the atom made an analogy between the atom and the solar system.
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Analogy plays a significant role in problem solving, decision making, perception, memory,
creativity, emotion, explanation and communication. It lies behind basic tasks such as the
identification of places, objects and people, for example, in face perception and facial
recognition systems. It has been argued that analogy is "the core of cognition". Specific
analogical language comprises exemplification, comparisons, metaphors, similes, allegories,
and parables, but not metonymy. Phrases like and so on, and the like, as if, and the very
word like also rely on an analogical understanding by the receiver of a message including
them. Analogy is important not only in ordinary language and common sense (where
proverbs and idioms give many examples of its application) but also in science, philosophy
and the humanities. The concepts of association, comparison, correspondence,
mathematical and morphological homology, homomorphism, iconicity, isomorphism,
metaphor, resemblance, and similarity are closely related to analogy. In cognitive
linguistics, the notion of conceptual metaphor may be equivalent to that of analogy.

Analogy has been studied and discussed since classical antiquity by philosophers, scientists
and lawyers. The last few decades have shown a renewed interest in analogy, most notably
in cognitive science.

Usage of the terms source and target
With respect to the terms source and target there are two distinct traditions of usage:

The logical and cultures and economics tradition speaks of an arrow, homomorphism,
mapping, or morphism from what is typically the more complex domain or source to what
is typically the less complex codomain or target, using all of these words in the sense of
mathematical category theory.

The tradition that appears to be more common in cognitive psychology, literary theory,
and specializations within philosophy outside of logic, speaks of a mapping from what is
typically the more familiar area of experience, the source, to what is typically the more
problematic area of experience, the target.

Models and theories
Identity of relation

This section may contain original research. Please improve it by verifying the claims
made and adding references. Statements consisting only of original research may be
removed. More details may be available on the talk page. (July 2009)

In ancient Greek the word avoloywa (analogia) originally meant proportionality, in the
mathematical sense, and it was indeed sometimes translated to Latin as proportio. From
there analogy was understood as identity of relation between any two ordered pairs,
whether of mathematical nature or not. Kant's Critique of Judgment held to this notion.
Kant argued that there can be exactly the same relation between two completely different
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objects. The same notion of analogy was used in the US-based SAT tests, that included
"analogy questions" in the form "A is to B as C is to what?" For example, "Hand is to palm as
footisto ___ ?" These questions were usually given in the Aristotelian format:

HAND : PALM :: FOOT:

While most competent English speakers will immediately give the right answer to the
analogy question (sole), it is more difficult to identify and describe the exact relation that
holds both between hand and palm, and between foot and sole[original research?]. This
relation is not apparent in some lexical definitions of palm and sole, where the former is
defined as the inner surface of the hand, and the latter as the underside of the foot. Analogy
and abstraction are different cognitive processes, and analogy is often an easier one.

Recently a computer algorithm has achieved human-level performance on multiple-choice
analogy questions from the SAT test. The algorithm measures the similarity of relations
between pairs of words (e.g., the similarity between the pairs HAND:PALM and
FOOT:SOLE) by statistical analysis of a large collection of text. It answers SAT questions by
selecting the choice with the highest relational similarity.

Shared abstraction
In several cultures, the sun is the source of an analogy to God.

Greek philosophers such as Plato and Aristotle actually used a wider notion of analogy.
They saw analogy as a shared abstraction. Analogous objects did not share necessarily a
relation, but also an idea, a pattern, a regularity, an attribute, an effect or a function. These
authors also accepted that comparisons, metaphors and "images" (allegories) could be
used as arguments, and sometimes they called them analogies. Analogies should also make
those abstractions easier to understand and give confidence to the ones using them.

The Middle Ages saw an increased use and theorization of analogy. Roman lawyers had
already used analogical reasoning and the Greek word analogia. Medieval lawyers
distinguished analogia legis and analogia iuris (see below). In Islamic logic, analogical
reasoning was used for the process of Qiyas in Islamic sharia law and figh jurisprudence. In
Christian theology, analogical arguments were accepted in order to explain the attributes of
God. Aquinas made a distinction between equivocal, univocal and analogical terms, the
latter being those like healthy that have different but related meanings. Not only a person
can be "healthy", but also the food that is good for health (see the contemporary distinction
between polysemy and homonymy). Thomas Cajetan wrote an influential treatise on
analogy. In all of these cases, the wide Platonic and Aristotelian notion of analogy was
preserved. James Francis Ross in Portraying Analogy (1982), the first substantive
examination of the topic since Cajetan's De Nominum Analogia, demonstrated that analogy
is a systematic and universal feature of natural languages, with identifiable and law-like
characteristics which explain how the meanings of words in a sentence are interdependent.
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Special case of induction

On the contrary, Ibn Taymiyya, Francis Bacon and later John Stuart Mill argued that
analogy is simply a special case of induction. In their view analogy is an inductive inference
from common known attributes to another probable common attribute, which is known
only about the source of the analogy, in the following form:

Premises
aisC,D,E,F, G
bisC,D,E,F
Conclusion
b is probably G.
Alternative conclusion
every C, D, E, F is probably G.

This view does not accept analogy as an autonomous mode of thought or inference,
reducing it to induction. However, autonomous analogical arguments are still useful in
science, philosophy and the humanities (see below), which makes this reduction
philosophically uninteresting. Moreover, induction tries to achieve general conclusions,
while analogy looks for particular ones.

Hidden deduction

The opposite move could also be tried, reducing analogy to deduction. It is argued that
every analogical argument is partially superfluous and can be rendered as a deduction
stating as a premise a (previously hidden) universal proposition which applied both to the
source and the target. In this view, instead of an argument with the form:

Premises
a is analogous to b.
bisF.

Conclusion
a is plausibly F.

We should have:

Hidden universal premise
all Gs are plausibly Fs.

Hidden singular premise
aisG.

Conclusion
a is plausibly F.

This would mean that premises referring the source and the analogical relation are
themselves superfluous. However, it is not always possible to find a plausibly true
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universal premise to replace the analogical premises. And analogy is not only an argument,
but also a distinct cognitive process.

Shared structure

According to Shelley (2003), the study of the coelacanth drew heavily on analogies from
other fish.

Contemporary cognitive scientists use a wide notion of analogy, extensionally close to that
of Plato and Aristotle, but framed by Gentner's (1983) structure mapping theory. The same
idea of mapping between source and target is used by conceptual metaphor and conceptual
blending theorists. Structure mapping theory concerns both psychology and computer
science. According to this view, analogy depends on the mapping or alignment of the
elements of source and target. The mapping takes place not only between objects, but also
between relations of objects and between relations of relations. The whole mapping yields
the assignment of a predicate or a relation to the target. Structure mapping theory has been
applied and has found considerable confirmation in psychology. It has had reasonable
success in computer science and artificial intelligence (see below). Some studies extended
the approach to specific subjects, such as metaphor and similarity.

Keith Holyoak and Paul Thagard (1997) developed their multiconstraint theory within
structure mapping theory. They defend that the "coherence" of an analogy depends on
structural consistency, semantic similarity and purpose. Structural consistency is maximal
when the analogy is an isomorphism, although lower levels are admitted. Similarity
demands that the mapping connects similar elements and relations of source and target, at
any level of abstraction. It is maximal when there are identical relations and when
connected elements have many identical attributes. An analogy achieves its purpose insofar
as it helps solve the problem at hand. The multiconstraint theory faces some difficulties
when there are multiple sources, but these can be overcome. Hummel and Holyoak (2005)
recast the multiconstraint theory within a neural network architecture. A problem for the
multiconstraint theory arises from its concept of similarity, which, in this respect, is not
obviously different from analogy itself. Computer applications demand that there are some
identical attributes or relations at some level of abstraction. The model was extended
(Doumas, Hummel, & Sandhofer, 2008) to learn relations from unstructured examples
(providing the only current account of how symbolic representations can be learned from
examples).

Mark T. Keane and Brayshaw (1988) developed their Incremental Analogy Machine (IAM)
to include working memory constraints as well as structural, semantic and pragmatic
constraints, so that a subset of the base analog is selected and mapping from base to target
occurs in a serial manner. Empirical evidence shows that human analogical mapping
performance is influenced by information presentation order.

High-level perception
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Douglas Hofstadter and his team challenged the shared structure theory and mostly its
applications in computer science. They argue that there is no line between perception,
including high-level perception, and analogical thought. In fact, analogy occurs not only
after, but also before and at the same time as high-level perception. In high-level
perception, humans make representations by selecting relevant information from low-level
stimuli. Perception is necessary for analogy, but analogy is also necessary for high-level
perception. Chalmers et al. conclude that analogy is high-level perception. Forbus et al.
(1998) claim that this is only a metaphor. It has been argued (Morrison and Dietrich 1995)
that Hofstadter's and Gentner's groups do not defend opposite views, but are instead
dealing with different aspects of analogy.

Analogy and Complexity

Antoine Cornuéjols has presented analogy as a principle of economy and computational
complexity.

Reasoning by analogy is a process of, from a given pair (x,f(x)), extrapolating the function f.
In the standard modeling, analogical reasoning involves two "objects": the source and the
target. The target is supposed to be incomplete and in need for a complete description
using the source. The target has an existing part St and a missing part Rt. We assume that
we can isolate a situation of the source Ss, which corresponds to a situation of target St, and
the result of the source Rs, which correspond to the result of the target Rt. With Bs, the
relation between Ss and Rs, we want Bt, the relation between St and Rt.

If the source and target are completely known:
Using Kolmogorov complexity K(x), defined as the size of the smallest description of x and
Solomonoff's approach to induction, Rissanen (89), Wallace & Boulton (68) proposed the
principle of Minimum description length. This principle leads to minimize the complexity
K(target| Source) of producing the target from the source.
This is unattractive in Artificial Intelligence, as it requires a computation over abstract
Turing machines. Suppose that Ms and Mt are local theories of the source and the target,
available to the observer. The best analogy between a source case a and target case is the
analogy that minimizes:

K(Ms) + K(Ss|Ms) + K(Bs|Ms) + K(Mt|Ms) + K(St|Mt) + K(Bt|Mt) (1).
If the target is completely unknown:
All models and descriptions Ms, Mt, Bs, Ss, and St leading to the minimization of:

K(Ms) + K(Ss|Ms) + K(Bs|Ms) + K(Mt|Ms) + K(St|Mt) (2)

are also those who allow to obtain the relationship Bt, and thus the most satisfactory Rt for
formula (1).
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The analogical hypothesis, which solves an analogy between a source case and a target
case, has two parts:

Analogy, like induction, is a principle of economy. The best analogy between two cases is
the one which minimizes the amount of information necessary for the derivation of the
source from the target (1). Its most fundamental measure is the computational complexity
theory.

When solving or completing a target case with a source case, the parameters which
minimize (2) are postulated to minimize (1), and thus, produce the best response.

However, a cognitive agent may simply reduce the amount of information necessary for the
interpretation of the source and the target, without taking into account the cost of data
replication. So, it may prefer to the minimization of (2) the minimization of the following
simplified formula:

K(Ms) + K(Bs|Ms) + K(Mt|Ms) (3).
Applications and types
In language
Rhetoric

An analogy can be a spoken or textual comparison between two words (or sets of words)
to highlight some form of semantic similarity between them. Such analogies can be used to
strengthen political and philosophical arguments, even when the semantic similarity is
weak or non-existent (if crafted carefully for the audience). Analogies are sometimes used
to persuade those that cannot detect the flawed or non-existent arguments.

Linguistics

An analogy can be the linguistic process that reduces word forms perceived as irregular
by remaking them in the shape of more common forms that are governed by rules. For
example, the English verb help once had the preterite holp and the past participle holpen.
These obsolete forms have been discarded and replaced by helped by the power of analogy
(or by widened application of the productive Verb-ed rule.) This is called leveling.
However, irregular forms can sometimes be created by analogy; one example is the
American English past tense form of dive: dove, formed on analogy with words such as
drive: drove.

Neologisms can also be formed by analogy with existing words. A good example is
software, formed by analogy with hardware; other analogous neologisms such as firmware
and vaporware have followed. Another example is the humorous term underwhelm,
formed by analogy with overwhelm.
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Analogy is often presented as an alternative mechanism to generative rules for
explaining productive formation of structures such as words. Others argue that in fact they
are the same mechanism, that rules are analogies that have become entrenched as standard
parts of the linguistic system, whereas clearer cases of analogy have simply not (yet) done
so (e.g. Langacker 1987.445-447). This view has obvious resonances with the current
views of analogy in cognitive science which are discussed above.

In science

Analogues are often used in theoretical and applied sciences in the form of models or
simulations which can be considered as strong analogies. Other much weaker analogies
assist in understanding and describing functional behaviours of similar systems. For
instance, an analogy commonly used in electronics textbooks compares electrical circuits to
hydraulics. Another example is the analog ear based on electrical, electronic or mechanical
devices.

Mathematics

Some types of analogies can have a precise mathematical formulation through the concept
of isomorphism. In detail, this means that given two mathematical structures of the same
type, an analogy between them can be thought of as a bijection between them which
preserves some or all of the relevant structure. For example, \Bbb{R}"*2 and \Bbb{C} are
isomorphic as vector spaces, but the complex numbers, \Bbb{C}, have more structure than
\Bbb{R}"2 does - \Bbb{C} is a field as well as a vector space.

Category theory takes the idea of mathematical analogy much further with the concept of
functors. Given two categories C and D a functor F from C to D can be thought of as an
analogy between C and D, because F has to map objects of C to objects of D and arrows of C
to arrows of D in such a way that the compositional structure of the two categories is
preserved. This is similar to the structure mapping theory of analogy of Dedre Gentner, in
that it formalizes the idea of analogy as a function which satisfies certain conditions.

Artificial intelligence

Anatomy

In anatomy, two anatomical structures are considered to be analogous when they serve
similar functions but are not evolutionarily related, such as the legs of vertebrates and the
legs of insects. Analogous structures are the result of convergent evolution and should be
contrasted with homologous structures.

Engineering

Often a physical prototype is built to model and represent some other physical object. For

example, wind tunnels are used to test scale models of wings and aircraft, which act as an
analog to full-size wings and aircraft.
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For example, the MONIAC (an analog computer) used the flow of water in its pipes as an
analog to the flow of money in an economy.

In normative matters
Morality

Analogical reasoning plays a very important part in morality. This may be in part because
morality is supposed to be impartial and fair. If it is wrong to do something in a situation A,
and situation B is analogous to A in all relevant features, then it is also wrong to perform
that action in situation B. Moral particularism accepts analogical moral reasoning, rejecting
both deduction and induction, since only the former can do without moral principles.

Law

In law, analogy is used to resolve issues on which there is no previous authority. A
distinction has to be made between analogous reasoning from written law and analogy to
precedent case law.

Analogies from codes and statutes

In civil law systems, where the preeminent source of law is legal codes and statutes, a
lacuna (a gap) arises when a specific issue is not explicitly dealt with in written law. Judges
will try to identify a provision whose purpose applies to the case at hand. That process can
reach a high degree of sophistication, as judges sometimes not only look at a specific
provision to fill lacunae (gaps), but at several provisions (from which an underlying
purpose can be inferred) or at general principles of the law to identify the legislator's value
judgement from which the analogy is drawn. Besides the not very frequent filling of
lacunae, analogy is very commonly used between different provisions in order to achieve
substantial coherence. Analogy from previous judicial decisions is also common, although
these decisions are not binding authorities.

Analogies from precedent case law

By contrast, in common law systems, where precedent cases are the primary source of law,
analogies to codes and statutes are rare (since those are not seen as a coherent system, but
as incursions into the common law). Analogies are thus usually drawn from precedent
cases: The judge finds that the facts of another case are similar to the one at hand to an
extent that the analogous application of the rule established in the previous case is
justified.

In teaching strategies

Teaching the process of thinking by analogy is one of the main themes of The Private Eye
Project.
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Brainstorming

Brainstorming is a group creativity technique by which a group tries to find a solution for a
specific problem by gathering a list of ideas spontaneously contributed by its members. The
term was popularized by Alex Faickney Osborn in 1953 through the book Applied
Imagination. In the book, Osborn not only proposed the brainstorming method but also
established effective rules for hosting brainstorming sessions.

Brainstorming has become a popular group technique and has aroused attention in
academia. Multiple studies have been conducted to test Osborn’s postulation that
brainstorming is more effective than individuals working alone in generating ideas . Some
researchers have concluded that the statement is false (brainstorming is not effective),
while others uncovered flaws in the research and determined that the results are
inconclusive. Furthermore, researchers have made modifications or proposed variations of
brainstorming in an attempt to improve the productivity of brainstorming. However, there
is no empirical evidence to indicate that any variation is more effective than the original
technique.

Origin

The origin of brainstorming came from Osborn in 1939 as a method for creative problem
solving. He was frustrated by employees’ inability to develop creative ideas individually for
ad campaigns. In response, he began hosting group-thinking sessions and discovered a
significant improvement in the quality and quantity of ideas produced by employees. After
organizing his discovery, Osborn then published Applied Imagination in 1953 in which he
systematized his creative problem-solving methods. This book popularized the term
brainstorming and received significant response in the industry.

Osborn's method

Osborn claimed that two principles contribute to "ideative efficacy," these being "1. Defer
judgment,” and "2. Reach for quantity." Following these principles were his four general
rules of brainstorming, established with intention to reduce social inhibitions among group
members, stimulate idea generation, and increase overall creativity of the group.

Focus on quantity: This rule is a means of enhancing divergent production, aiming to
facilitate problem solving through the maxim quantity breeds quality. The assumption is
that the greater the number of ideas generated, the greater the chance of producing a
radical and effective solution.

Withhold criticism: In brainstorming, criticism of ideas generated should be put 'on hold".
Instead, participants should focus on extending or adding to ideas, reserving criticism for a
later 'critical stage' of the process. By suspending judgment, participants will feel free to
generate unusual ideas.
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Welcome unusual ideas: To get a good and long list of ideas, unusual ideas are welcomed.
They can be generated by looking from new perspectives and suspending assumptions.
These new ways of thinking may provide better solutions.

Combine and improve ideas: Good ideas may be combined to form a single better good
idea, as suggested by the slogan "1+1=3". It is believed to stimulate the building of ideas by
a process of association.

Applications

Osborn notes that brainstorming should address a specific question; he held that sessions
addressing multiple questions were inefficient. Further, the problem must require the
generation of ideas rather than judgment; he uses examples such as generating possible
names for a product as proper brainstorming material, whereas analytical judgments such
as whether or not to marry do not have any need for brainstorming.

Brainstorming groups

Osborn envisioned groups of around 12 participants,including both experts and novices.
Participants are encouraged to provide wild and unexpected answers. Ideas receive no
criticism or discussion. The group simply provides ideas that might lead to a solution and
apply no analytical judgment as to the feasibility. The judgments are reserved for a later
date.

Research
Criticism

Research has failed to support Osborn's claim that group brainstorming could produce
double the creative output of a group of individuals' collected ideas. Indeed, research from
Michael Diehl and Wolfgang Stroebe demonstrated the opposite effect. They found that,
given equal time, "real" groups, those that brainstormed together, produced fewer ideas
than "nominal" groups, those wherein individuals provided ideas independently of one
another and only existed as a group insofar as their work was considered as a whole by
researchers. Their conclusions were based on a review of 22 other studies, 18 of which
corroborated their findings.

Sources of brainstorming inadequacy

Diehl and Stroebe identified three processes that derailed brainstorming efforts. These
processes were free riding, evaluation apprehension, and blocking.

» Free Riding: Individuals may feel that their ideas are less valuable when combined
with the ideas of the group at large. Indeed, Diehl and Stroebe demonstrated that
even when individuals worked alone, they produced fewer ideas if told that their
output would be judged in a group with others than if told that their output would
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be judged on an individual basis. However, experimentation revealed free riding as
only a marginal contributor to productivity loss, and type of session (i.e., real vs.
nominal group) contributed much more.

= Evaluation Apprehension: Evaluation Apprehension was determined to occur only
in instances of personal evaluation. If the assumption of collective assessment was
in place, real-time judgment of ideas, ostensibly an induction of evaluation
apprehension, failed to induce significant variance.

= Blocking: Blocking describes the reality that only one person may gainfully voice
his or her ideas in a group at any given time. Diehl and Stroebe examined the
question of whether this effect could reduce idea-generation, as ideas suppressed
long enough to listen to another group-member's ideas might be forgotten. Their
research confirmed this hypothesis.

This holds especial significance given that Osborn's central hypothesis was that listening to
the ideas of others should spur the generation of new ideas. Rather, research indicates that
the act of listening to others might stifle creativity.

Benefits

Under proper conditions, brainstorming can outperform nominal groups. The adoption of
Group Support Systems, wherein individuals submit suggestions on a computer that
become instantly (and anonymously) visible to the entire team, removes the effect of
blocking as ideas can be communicated immediately upon generation. Using these
technologies, brainstorming groups significantly outperformed nominal groups.

Incentives and brainstorming

Olivier Toubia's research gave strong indications that incentives can augment creative
processes. Participants were divided into three conditions. In Condition I, a flat fee was
paid to all participants. In the Condition II, participants were awarded points for every
unique idea of their own, and subjects were paid for the points that they earned. In
Condition III, subjects were paid based on the impact that their idea had on the group; this
was measured by counting the number of group ideas derived from the specific subject's
ideas. Condition III outperformed Condition II, and Condition II outperformed Condition I
at a statistically significant level for most measures. The results demonstrated that
participants were willing to work far longer to achieve unique results in the expectation of
compensation.

Variations
Nominal group technique

The nominal group technique is a type of brainstorming that encourages all participants to
have an equal say in the process. It is also used to generate a ranked list of ideas.
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Participants are asked to write their ideas anonymously. Then the moderator collects the
ideas and each is voted on by the group. The vote can be as simple as a show of hands in
favor of a given idea. This process is called distillation.

After distillation, the top ranked ideas may be sent back to the group or to subgroups for
further brainstorming. For example, one group may work on the color required in a
product. Another group may work on the size, and so forth. Each group will come back to
the whole group for ranking the listed ideas. Sometimes ideas that were previously
dropped may be brought forward again once the group has re-evaluated the ideas.

It is important that the facilitator be trained in this process before attempting to facilitate
this technique. The group should be primed and encouraged to embrace the process. Like
all team efforts, it may take a few practice sessions to train the team in the method before
tackling the important ideas.

Group passing technique

Each person in a circular group writes down one idea, and then passes the piece of paper to
the next person in a clockwise direction, who adds some thoughts. This continues until
everybody gets his or her original piece of paper back. By this time, it is likely that the
group will have extensively elaborated on each idea.

The group may also create an "Idea Book" and post a distribution list or routing slip to the
front of the book. On the first page is a description of the problem. The first person to
receive the book lists his or her ideas and then routes the book to the next person on the
distribution list. The second person can log new ideas or add to the ideas of the previous
person. This continues until the distribution list is exhausted. A follow-up "read out"
meeting is then held to discuss the ideas logged in the book. This technique takes longer,
but it allows individuals time to think deeply about the problem.

Team idea mapping method

This method of brainstorming works by the method of association. It may improve
collaboration and increase the quantity of ideas, and is designed so that all attendees
participate and no ideas are rejected.

The process begins with a well-defined topic. Each participant brainstorms individually,
then all the ideas are merged onto one large idea map. During this consolidation phase,
participants may discover a common understanding of the issues as they share the
meanings behind their ideas. During this sharing, new ideas may arise by the association,
and they are added to the map as well. Once all the ideas are captured, the group can
prioritize and/or take action.

Electronic brainstorming
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Electronic brainstorming outperforms both regular brainstorming and nominal group
brainstorming. It is a computerized version of the manual brainstorming technique
typically supported by an electronic meeting system (EMS) but simpler forms can also be
done via email and may be browser based, or use peer-to-peer software.

With an electronic meeting system, participants share a list of ideas over the Internet. Ideas
are entered independently. Contributions become immediately visible to all and are
typically anonymized to encourage openness and reduce personal prejudice. Modern EMS
also support asynchronous brainstorming sessions over extended periods of time as well
as typical follow-up activities in the creative-problem-solving process such as
categorization of ideas, elimination of duplicates, assessment and discussion of prioritized
or controversial ideas.

Proponents such as Gallupe, et al. argue that electronic brainstorming eliminates many of
the problems of standard brainstorming, including production blocking and evaluation
apprehension. A perceived advantage of this format is that all ideas can be archived
electronically in their original form, and then retrieved later for further thought and
discussion. Electronic brainstorming also enables much larger groups to brainstorm on a
topic than would normally be productive in a traditional brainstorming session.

Some web based brainstorming techniques allow contributors to post their comments
anonymously through the use of avatars. This technique also allows users to log on over an
extended time period, typically one or two weeks, to allow participants some "soak time"
before posting their ideas and feedback. This technique has been used particularly in the
field of new product development, but can be applied in any number of areas requiring
collection and evaluation of ideas.

Directed brainstorming

Directed brainstorming is a variation of electronic brainstorming (described above). It can
be done manually or with computers. Directed brainstorming works when the solution
space (that is, the criteria for evaluating a good idea) is known prior to the session. If
known, that criteria can be used to intentionally constrain the ideation process.

In directed brainstorming, each participant is given one sheet of paper (or electronic form)
and told the brainstorming question. They are asked to produce one response and stop,
then all of the papers (or forms) are randomly swapped among the participants. The
participants are asked to look at the idea they received and to create a new idea that
improves on that idea based on the initial criteria. The forms are then swapped again and
respondents are asked to improve upon the ideas, and the process is repeated for three or
more rounds.

In the laboratory, directed brainstorming has been found to almost triple the productivity
of groups over electronic brainstorming.

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 58

Individual brainstorming

"Individual Brainstorming" is the use of brainstorming on a solitary basis. It typically
includes such techniques as free writing, free speaking, word association, and drawing a
mind map, which is a visual note taking technique in which people diagram their thoughts.
Individual brainstorming is a useful method in creative writing and has been shown to be
superior to traditional group brainstorming.

Research has shown individual brainstorming to be more effective in idea-generation than
group brainstorming.

Question brainstorming

This process involves brainstorming the questions, rather than trying to come up with
immediate answers and short term solutions. Theoretically, this technique should not
inhibit participation as there is no need to provide solutions. The answers to the questions
form the framework for constructing future action plans. Once the list of questions is set, it
may be necessary to prioritize them to reach to the best solution in an orderly way.

"Questorming" is another phrase for this mode of inquiry.
Conclusion

Brainstorming is a popular method of group interaction in both educational and business
settings. Even though there has been arguments about its productivity, brainstorming is
still a widely used method for coming up with creative solutions. It’s still an area under
research and improvements or variations are still developing in progress. Many of these
methods claimed to be more efficient than the original brainstorming however, there are
too many factors that can alter the outcome of brainstorming. Therefore, how well these
methods work, and whether or not they should be classified as being more effective than
brainstorming, are questions that require further research.

Analysis

Analysis is the process of breaking a complex topic or substance into smaller parts to gain a
better understanding of it. The technique has been applied in the study of mathematics and
logic since before Aristotle (384-322 B.C.), though analysis as a formal concept is a
relatively recent development.

According to Hans Niels Jahangir, "Analysis as an independent subject was created in the
17th century during the scientific revolution. Kepler, Galileo, Descartes, Fermat, Huygens,
Newton and Leibniz, to mention but a few important names, contributed to its genesis.". As
a formal concept, the method has variously been ascribed to Alhazen, René Descartes
(Discourse on the Method) and Galileo Galilei. It has also been ascribed to Isaac Newton, in
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the form of a practical method of physical discovery (which he did not name or formally
describe).

Use in specific fields
Chemistry

The field of chemistry uses analysis in at least three ways: to identify the components of a
particular chemical compound (qualitative analysis), to identify the proportions of
components in a mixture (quantitative analysis), and to break down chemical processes
and examine chemical reactions between elements of matter. For an example of its use,
analysis of the concentration of elements is important in managing a nuclear reactor, so
nuclear scientists will analyze neutron activation to develop discrete measurements within
vast samples. A matrix can have a considerable effect on the way a chemical analysis is
conducted and the quality of its results. Analysis can be done manually or with a device.
Chemical analysis is an important element of national security among the major world
powers with Materials Measurement and Signature Intelligence (MASINT) capabilities.

Isotopes

Chemists can use isotopes to assist analysts with issues in anthropology, archeology, food
chemistry, forensics, geology, and a host of other questions of physical science. Analysts can
discern the origins of natural and man-made isotopes in the study of environmental
radioactivity.

Business

* Financial statement analysis - the analysis of the accounts and the economic
prospects of a firm

» Fundamental analysis - a stock valuation method that uses financial analysis

= Technical analysis - the study of price action in securities markets in order to
forecast future prices

= Business analysis - involves identifying the needs and determining the solutions to
business problems

» Price analysis - involves the breakdown of a price to a unit figure

= Market analysis - consists of suppliers and customers, and price is determined by
the interaction of supply and demand

Computer science
» Requirements analysis - encompasses those tasks that go into determining the
needs or conditions to meet for a new or altered product, taking account of the

possibly conflicting requirements of the various stakeholders, such as beneficiaries
Oor users.
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» Competitive analysis (online algorithm) - shows how online algorithms perform
and demonstrates the power of randomization in algorithms

= Lexical analysis - the process of processing an input sequence of characters and
producing as output a sequence of symbols

= Object-oriented analysis and design - a la Booch

* Program analysis (computer science) - the process of automatically analyzing the
behavior of computer programs

= Semantic analysis (computer science) — a pass by a compiler that adds semantical
information to the parse tree and performs certain checks

= Static code analysis - the analysis of computer software that is performed without
actually executing programs built from that software

= Structured Systems Analysis and Design Methodology - a la Yourdon

= Syntax analysis - a process in compilers that recognizes the structure of
programming languages, also known as parsing

= Worst-case execution time - determines the longest time that a piece of software
can take to run

Economics

Agroecosystem analysis

Input-output model if applied to a region, is called Regional Impact Multiplier System

Principal components analysis - a technique that can be used to simplify a dataset
Engineering
Analysts in the field of engineering look at requirements, structures, mechanisms, systems
and dimensions. Electrical engineers analyze systems in electronics. Life cycles and system
failures are broken down and studied by engineers. It is also looking at different factors
encorporated within the design.
Intelligence
The field of intelligence employs analysts to break down and understand a wide array of
questions. Intelligence agencies may use heuristics, inductive and deductive reasoning,
social network analysis, dynamic network analysis, link analysis, and brainstorming to sort
through problems they face. Military intelligence may explore issues through the use of
game theory, Red Teaming, and wargaming. Signals intelligence applies cryptanalysis and
frequency analysis to break codes and ciphers. Business intelligence applies theories of
competitive intelligence analysis and competitor analysis to resolve questions in the

marketplace. Law enforcement intelligence applies a number of theories in crime analysis.

Linguistics
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Linguistics began with the analysis of Sanskrit and Tamil; today it looks at individual
languages and language in general. It breaks language down and analyzes its component
parts: theory, sounds and their meaning, utterance usage, word origins, the history of
words, the meaning of words and word combinations, sentence construction, basic
construction beyond the sentence level, stylistics, and conversation. It examines the above
using statistics and modeling, and semantics. It analyzes language in context of
anthropology, biology, evolution, geography, history, neurology, psychology, and sociology.
It also takes the applied approach, looking at individual language development and clinical
issues.

Literature

Literary theory is the analysis of literature. Some say that literary criticism is a subset of
literary theory. The focus can be as diverse as the analysis of Homer or Freud. This is
mainly to do with the breaking up of a topic to make it easier to understand.

Mathematics

Mathematical analysis can be applied in the study of classical concepts of mathematics,
such as real numbers, complex variables, trigonometric functions, and algorithms, or of
non-classical concepts like constructivism, harmonics, infinity, and vectors.

Music

Musical analysis - a process attempting to answer the question "How does this music
work?"

Schenkerian analysis
Philosophy

Philosophical analysis - a general term for the techniques used by philosophers
Analysis is the name of a prominent journal in philosophy.

Psychotherapy
Psychoanalysis - seeks to elucidate connections among unconscious components of
patients' mental processes
Transactional analysis
Signal processing
Finite element analysis — a computer simulation technique used in engineering analysis
Independent component analysis

Link quality analysis - the analysis of signal quality
Path quality analysis
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Statistics

* Analysis of variance (ANOVA) - a collection of statistical models and their associated
procedures which compare means by splitting the overall observed variance into
different parts

= Meta-analysis - combines the results of several studies that address a set of related
research hypotheses

» Time-series analysis - methods that attempt to understand a sequence of data
points spaced apart at uniform time intervals

Lateral thinking

Lateral thinking is solving problems through an indirect and creative approach, using
reasoning that is not immediately obvious and involving ideas that may not be obtainable
by using only traditional step-by-step logic. The term lateral thinking was coined by
Edward de Bono in the book New Think: The Use of Lateral Thinking published in 1967.

Methods

Critical thinking is primarily concerned with judging the true value of statements and
seeking errors. Lateral thinking is more concerned with the movement value of statements
and ideas. A person would use lateral thinking when they want to move from one known
idea to creating new ideas. Edward de Bono defines four types of thinking tools:

1. Idea generating tools that are designed to break current thinking patterns—
routine patterns, the status quo

2. Focus tools that are designed to broaden where to search for new ideas

3. Harvest tools that are designed to ensure more value is received from idea
generating output

4. Treatment tools that are designed to consider real-world constraints, resources,
and support

Random Entry Idea Generating Tool: Choose an object at random, or a noun from a
dictionary, and associate that with the area you are thinking about.

For example imagine you are thinking about how to improve a web site. Choosing an object
at random from an office you might see a fax machine. A fax machine transmits images over
the phone to paper. Fax machines are becoming rare. People send faxes directly to phone
numbers. Perhaps this could be a new way to embed the web site's content in emails and
other sites.

Provocation Idea Generating Tool: choose to use any of the provocation techniques—
wishful thinking, exaggeration, reversal, escape, or arising. Create a list of provocations and
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then use the most outlandish ones to move your thinking forward to new ideas.

Challenge Idea Generating Tool: A tool which is designed to ask the question "Why?" in a
non-threatening way: why something exists, why it is done the way it is. The result is a very
clear understanding of "Why?" which naturally leads to fresh new ideas. The goal is to be
able to challenge anything at all, not just items which are problems.

For example you could challenge the handles on coffee cups. The reason for the handle
seems to be that the cup is often too hot to hold directly. Perhaps coffee cups could be made
with insulated finger grips, or there could be separate coffee cup holders similar to beer
holders.

Concept Fan Idea Generating Tool: Ideas carry out concepts. This tool systematically
expands the range and number of concepts in order to end up with a very broad range of
ideas to consider.

Disproving: Based on the idea that the majority is always wrong (Henrik Ibsen, John
Kenneth Galbraith[who?]), take anything that is obvious and generally accepted as "goes
without saying", question it, take an opposite view, and try to convincingly disprove it.

The other focus, harvesting and treatment tools deal with the output of the generated ideas
and the ways to use them.

Lateral thinking and problem solving

Problem Solving: When something creates a problem, the performance or the status quo
of the situation drops. Problem solving deals with finding out what caused the problem and
then figuring out ways to fix the problem. The objective is to get the situation to where it
should be.

For example, a production line has an established run rate of 1000 items per hour.
Suddenly, the run rate drops to 800 items per hour. Ideas as to why this happened and
solutions to repair the production line must be thought of, such as giving the worker a pay
raise.

Creative Problem Solving: Using creativity, one must solve a problem in an indirect and
unconventional manner.

For example, if a production line produced 1000 books per hour, creative problem solving
could find ways to produce more books per hour, use the production line, or reduce the
cost to run the production line.

Creative Problem Identification: Many of the greatest non-technological innovations are

identified while realizing an improved process or design in everyday objects and tasks
either by accidental chance or by studying and documenting real world experience....
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Means-ends analysis

Means-Ends Analysis (MEA) is a technique used in Artificial Intelligence for controlling
search in problem solving computer programs.

It is also a technique used at least since the 1950s as a creativity tool, most frequently
mentioned in engineering books on design methods. Means-Ends Analysis is also a way to
clarify one's thoughts when embarking on a mathematical proof.

An important aspect of intelligent behavior as studied in Al is goal-based problem solving, a
framework in which the solution of a problem can be described by finding a sequence of
actions that lead to a desirable goal. A goal-seeking system is supposed to be connected to
its outside environment by sensory channels through which it receives information about
the environment and motor channels through which it acts on the environment. (The term
"afferent” is used to describe "inward" sensory flows, and "efferent" is used to describe
"outward" motor commands.) In addition, the system has some means of storing in a
memory information about the state of the environment (afferent information) and
information about actions (efferent information). Ability to attain goals depends on
building up associations, simple or complex, between particular changes in states and
particular actions that will bring these changes about. Search is the process of discovery
and assembly of sequences of actions that will lead from a given state to a desired state.
While this strategy may be appropriate for machine learning and problem solving, it is not
always suggested for humans (e.g. cognitive load theory and its implications).

How MEA works

The MEA technique is a strategy to control search in problem-solving. Given a current state
and a goal state, an action is chosen which will reduce the difference between the two. The
action is performed on the current state to produce a new state, and the process is
recursively applied to this new state and the goal state.

Note that, in order for MEA to be effective, the goal-seeking system must have a means of
associating to any kind of detectable difference those actions that are relevant to reducing
that difference. It must also have means for detecting the progress it is making (the changes
in the differences between the actual and the desired state), as some attempted sequences
of actions may fail and, hence, some alternate sequences may be tried.

When knowledge is available concerning the importance of differences, the most important
difference is selected first to further improve the average performance of MEA over other
brute-force search strategies. However, even without the ordering of differences according
to importance, MEA improves over other search heuristics (again in the average case) by
focusing the problem solving on the actual differences between the current state and that
of the goal.
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Some Al systems using MEA

The MEA technique as a problem-solving strategy was first introduced in 1963 by Allen
Newell and Herbert Simon in their computer problem-solving program General Problem
Solver (GPS). In that implementation, the correspondence between differences and actions,
also called operators, is provided a priori as knowledge in the system. (In GPS this
knowledge was in the form of table of connections.)

When the action and side-effects of applying an operator are penetrable, the search may
select the relevant operators by inspection of the operators and do without a table of
connections. This latter case, of which the canonical example is STRIPS, an automated
planning computer program, allows task-independent correlation of differences to the
operators which reduce them.

Prodigy, a problem solver developed in a larger learning-assisted automated planning
project started at Carnegie Mellon University by Jaime Carbonell, Steven Minton and Craig
Knoblock, is another system that used MEA.

Professor Morten Lind, at Technical University of Denmark has developed a tool called
multilevel flow modeling MFM. It performs means-end based diagnostic reasoning for
industrial control and automation systems.

Method of focal objects

The technique of focal object for problem solving involves synthesizing the seemingly non-
matching characteristics of different objects into something new.

Another way to think of focal objects is as a memory cue: if you're trying to find all the
different ways to use a brick, give yourself some random "objects" (situations, concepts,
etc.) and see if you can find a use. Given "blender"”, for example, [ would try to think of all
the ways a brick could be used with a blender (as a 1id?). Another concept for the brick
game: find patterns in your solutions, and then break those patterns. If you keep finding
ways to build things with bricks, think of ways to use bricks that don't involve construction.
Pattern-breaking, combined with focal object cues, can lead to very divergent solutions.
(Grind the brick up and use it as pigment?)

Morphological analysis (problem-solving)

A major contributor to this article appears to have a close connection with its
subject. It may require cleanup to comply with Wikipedia's content policies, particularly
neutral point of view. Please discuss further on the talk page. (August 2010)

Morphological analysis or General Morphological Analysis is a method developed by Fritz

Zwicky (1967, 1969) for exploring all the possible solutions to a multi-dimensional, non-
quantified problem complex.
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As a problem-structuring and problem-solving technique, morphological analysis was
designed for multi-dimensional, non-quantifiable problems where causal modeling and
simulation do not function well or at all. Zwicky developed this approach to address
seemingly non-reducible complexity. Using the technique of cross consistency assessment
(CCA) (Ritchey, 1998), the system however does allow for reduction, not by reducing the
number of variables involved, but by reducing the number of possible solutions through
the elimination of the illogical solution combinations in a grid box. A detailed introduction
to morphological modeling is given in Ritchey (2002, 2006).

Overview

General morphology was developed by Fritz Zwicky, the Swiss astrophysicist based at the
California Institute of Technology. Zwicky applied MA inter alia to astronomical studies and
the development of jet and rocket propulsion systems.

[llustration of the need for Morphological Analysis

Consider a complex real world problem, like those of marketing or making policies for a
nation, where there are many governing factors, and most of them cannot be expressed as
numerical time series data, as one would like to have for building mathematical models.
The conventional approach here would be to break the system down into parts, isolate the
vital parts (dropping the trivial components) for their contributions to the output and solve
the simplified system for creating desired models or scenarios. The disadvantage of this
approach is that real world scenarios do not behave rationally and more often than not a
simplified model will break down when the contribution of trivial components becomes
significant. Also significantly, the behaviour of many components will be governed by
states of, and relations with other components, perhaps minor.

Morphological Analysis on the other hand, does not drop any of the components of the
system itself, but works backwards from the output towards the system internals. Again,
the interactions and relations get to play their parts in MP and their effects are accounted
for in the analysis.

Reduction (complexity)

Example of a reduction from a boolean satisfiability problem to a vertex cover problem.
Blue vertices form a vertex cover which corresponds to truth values.

In computability theory and computational complexity theory, a reduction is a
transformation of one problem into another problem. Depending on the transformation

used this can be used to define complexity classes on a set of problems.

Intuitively, problem A is reducible to problem B if solutions to B exist and give solutions to
A whenever A has solutions. Thus, solving A cannot be harder than solving B. We write A
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<m B, usually with a subscript on the < to indicate the type of reduction being used (m :
mapping reduction, p : polynomial reduction).

Types and applications of reductions

As described in the example above, there are two main types of reductions used in
computational complexity, the many-one reduction and the Turing reduction. Many-one
reductions map instances of one problem to instances of another; Turing reductions
compute the solution to one problem, assuming the other problem is easy to solve. A many-
one reduction is weaker than a Turing reduction. Weaker reductions are more effective at
separating problems, but they have less power, making reductions harder to design.

A problem is complete for a complexity class if every problem in the class reduces to that
problem, and it is also in the class itself. In this sense the problem represents the class,
since any solution to it can, in combination with the reductions, be used to solve every
problem in the class.

However, in order to be useful, reductions must be easy. For example, it's quite possible to
reduce a difficult-to-solve NP-complete problem like the boolean satisfiability problem to a
trivial problem, like determining if a number equals zero, by having the reduction machine
solve the problem in exponential time and output zero only if there is a solution. However,
this does not achieve much, because even though we can solve the new problem,
performing the reduction is just as hard as solving the old problem. Likewise, a reduction
computing a noncomputable function can reduce an undecidable problem to a decidable
one. As Michael Sipser points out in Introduction to the Theory of Computation: "The
reduction must be easy, relative to the complexity of typical problems in the class [...] If the
reduction itself were difficult to compute, an easy solution to the complete problem
wouldn't necessarily yield an easy solution to the problems reducing to it."

Therefore, the appropriate notion of reduction depends on the complexity class being
studied. When studying the complexity class NP and harder classes such as the polynomial
hierarchy, polynomial-time reductions are used. When studying classes within P such as NC
and NL, log-space reductions are used. Reductions are also used in computability theory to
show whether problems are or are not solvable by machines at all; in this case, reductions
are restricted only to computable functions.

In case of optimization (maximization or minimization) problems, we often think in terms
of approximation-preserving reductions. Suppose we have two optimization problems such
that instances of one problem can be mapped onto instances of the other, in a way that
nearly-optimal solutions to instances of the latter problem can be transformed back to
yield nearly-optimal solutions to the former. This way, if we have an optimization
algorithm (or approximation algorithm) that finds near-optimal (or optimal) solutions to
instances of problem B, and an efficient approximation-preserving reduction from problem
A to problem B, by composition we obtain an optimization algorithm that yields near-
optimal solutions to instances of problem A. Approximation-preserving reductions are
often used to prove hardness of approximation results: if some optimization problem A is
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hard to approximate (under some complexity assumption) within a factor better than o for
some a, and there is a 3-approximation-preserving reduction from problem A to problem B,
we can conclude that problem B is hard to approximate within factor a/f3.

Examples

To show that a decision problem P is undecidable we must find a reduction from a
decision problem which is already known to be undecidable to P. That reduction function
must be a computable function. In particular, we often show that a problem P is
undecidable by showing that the halting problem reduces to P.

The complexity classes P, NP and PSPACE are closed under polynomial-time reductions.
The complexity classes L, NL, P, NP and PSPACE are closed under log-space reduction.
Detailed example

The following example shows how to use reduction from the halting problem to prove that
a language is undecidable. Suppose H(M, w) is the problem of determining whether a given
Turing machine M halts (by accepting or rejecting) on input string w. This language is
known to be undecidable. Suppose E(M) is the problem of determining whether the
language a given Turing machine M accepts is empty (in other words, whether M accepts
any strings at all). We show that E is undecidable by a reduction from H.

To obtain a contradiction, suppose R is a decider for E. We will use this to produce a
decider S for H (which we know does not exist). Given input M and w (a Turing machine
and some input string), define S(M, w) with the following behavior: S creates a Turing
machine N that accepts only if the input string to N is w and M halts on input w, and does
not halt otherwise. The decider S can now evaluate R(N) to check whether the language
accepted by N is empty. If R accepts N, then the language accepted by N is empty, so in
particular M does not halt on input w, so S can reject. If R rejects N, then the language
accepted by N is nonempty, so M does halt on input w, so S can accept. Thus, if we had a
decider R for E, we would be able to produce a decider S for the halting problem H(M, w)
for any machine M and input w. Since we know that such an S cannot exist, it follows that
the language E is also undecidable.

Research

Research can be defined as the search for knowledge, or as any systematic investigation,
with an open mind, to establish novel facts, solve new or existing problems, prove new
ideas, or develop new theories, usually using a scientific method. The primary purpose for
basic research (as opposed to applied research) is discovering, interpreting, and the
development of methods and systems for the advancement of human knowledge on a wide
variety of scientific matters of our world and the universe.
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Scientific research relies on the application of the scientific method, a harnessing of
curiosity. This research provides scientific information and theories for the explanation of
the nature and the properties of the world around us. It makes practical applications
possible. Scientific research is funded by public authorities, by charitable organizations and
by private groups, including many companies. Scientific research can be subdivided into
different classifications according to their academic and application disciplines.

Artistic research, also seen as 'practice-based research’, can take form when creative works
are considered both the research and the object of research itself. It is the debatable body
of thought which offers an alternative to purely scientific methods in research in its search
for knowledge and truth.

Historical research is embodied in the historical method.

The phrase my research is also used loosely to describe a person's entire collection of
information about a particular subject.

Root cause analysis

This article has multiple issues. Please help improve it or discuss these issues on the talk
page.

It needs additional references or sources for verification. Tagged since October 2009.
It uses first-person or second-person inappropriately. Tagged since October 2010.

Root cause analysis (RCA) is a class of problem solving methods aimed at identifying the
root causes of problems or events. The practice of RCA is predicated on the belief that
problems are best solved by attempting to address, correct or eliminate root causes, as
opposed to merely addressing the immediately obvious symptoms. By directing corrective
measures at root causes, it is more probable that problem recurrence will be prevented.
However, it is recognized that complete prevention of recurrence by one corrective action
is not always possible. Conversely, there may be several effective measures (methods) that
address the root cause of a problem. Thus, RCA is often considered to be an iterative
process, and is frequently viewed as a tool of continuous improvement.

RCA is typically used as a reactive method of identifying event(s) causes, revealing
problems and solving them. Analysis is done after an event has occurred. Insights in RCA
may make it useful as a pro-active method. In that event, RCA can be used to forecast or
predict probable events even before they occur. While one follows the other, RCA is a
completely separate process to Incident Management.

Root cause analysis is not a single, sharply defined methodology; there are many different
tools, processes, and philosophies for performing RCA analysis. However, several very-
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broadly defined approaches or "schools" can be identified by their basic approach or field
of origin: safety-based, production-based, process-based, failure-based, and systems-based.

= Safety-based RCA descends from the fields of accident analysis and occupational
safety and health.

* Production-based RCA has its origins in the field of quality control for industrial
manufacturing.

= Process-based RCA is basically a follow-on to production-based RCA, but with a
scope that has been expanded to include business processes.

= Failure-based RCA is rooted in the practice of failure analysis as employed in
engineering and maintenance.

= Systems-based RCA has emerged as an amalgamation of the preceding schools,
along with ideas taken from fields such as change management, risk management,
and systems analysis.

Despite the different approaches among the various schools of root cause analysis, there
are some common principles. It is also possible to define several general processes for
performing RCA.

General principles of root cause analysis

» The primary aim of RCA is to identify the root cause(s) of a problem in order to
create effective corrective actions that will prevent that problem from ever
recurring, otherwise addressing the problem with virtual certainty of success.
("Success" is defined as the near-certain prevention of recurrence.)

= To be effective, RCA must be performed systematically, usually as part of an
investigation, with conclusions and root causes identified backed up by documented
evidence. Usually a team effort is required.

= There may be more than one root cause for an event or a problem, the difficult part
is demonstrating the persistence and sustaining the effort required to develop them.

= The purpose of identifying all solutions to a problem is to prevent recurrence at
lowest cost in the simplest way. If there are alternatives that are equally effective,
then the simplest or lowest cost approach is preferred.

= Root causes identified depend on the way in which the problem or event is defined.
Effective problem statements and event descriptions (as failures, for example) are
helpful, or even required.

= To be effective the analysis should establish a sequence of events or timeline to
understand the relationships between contributory (causal) factors, root cause(s)
and the defined problem or event to prevent in the future.

= Root cause analysis can help to transform a reactive culture (that reacts to
problems) into a forward-looking culture that solves problems before they occur or
escalate. More importantly, it reduces the frequency of problems occurring over
time within the environment where the RCA process is used.

= RCA is a threat to many cultures and environments. Threats to cultures often meet
with resistance. There may be other forms of management support required to
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achieve RCA effectiveness and success. For example, a "non-punitory” policy
towards problem identifiers may be required.

General process for performing and documenting an RCA-based Corrective Action

Notice that RCA (in steps 3, 4 and 5) forms the most critical part of successful corrective
action, because it directs the corrective action at the true root cause of the problem. The
root cause is secondary to the goal of prevention, but without knowing the root cause, we
cannot determine what an effective corrective action for the defined problem will be.

1. Define the problem or describe the event factually

2. Gather data and evidence, classifying that along a timeline of events to the final
failure or crisis.

3. Ask "why" and identify the causes associated with each step in the sequence
towards the defined problem or event.

4. Classify causes into causal factors that relate to an event in the sequence, and root
causes, that if applied can be agreed to have interrupted that step of the sequence
chain.

5. If there are multiple root causes, which is often the case, reveal those clearly for
later optimum selection.

6. Identify corrective action(s) that will with certainty prevent recurrence of the
problem or event.

7. ldentify solutions that effective, prevent recurrence with reasonable certainty with
consensus agreement of the group, are within your control, meet your goals and
objectives and do not cause introduce other new, unforeseen problems.

8. Implement the recommended root cause correction(s).

9. Ensure effectiveness by observing the implemented recommendation solutions.

10. Other methodologies for problem solving and problem avoidance may be useful.

Root cause analysis techniques

= Barrier analysis - a technique often used in process industries. It is based on tracing
energy flows, with a focus on barriers to those flows, to identify how and why the
barriers did not prevent the energy flows from causing harm.

= Bayesian inference

= (Change analysis - an investigation technique often used for problems or accidents. It
is based on comparing a situation that does not exhibit the problem to one that does,
in order to identify the changes or differences that might explain why the problem
occurred.

= Current Reality Tree - A method developed by Eliahu M. Goldratt in his theory of
constraints that guides an investigator to identify and relate all root causes using a
cause-effect tree whose elements are bound by rules of logic (Categories of
Legitimate Reservation). The CRT begins with a brief list of the undesirables things
we see around us, and then guides us towards one or more root causes. This method
is particularly powerful when the system is complex, there is no obvious link
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between the observed undesirable things, and a deep understanding of the root
cause(s) is desired.

= Failure mode and effects analysis

= Fault tree analysis

= 5 Whys ask why why why why over until exhausted

» [shikawa diagram, also known as the fishbone diagram or cause-and-effect diagram.
The Ishikawa diagram is for project managers for conducting RCA.

= Pareto analysis "80/20 rule"

= RPR Problem Diagnosis - An ITIL-aligned method for diagnosing IT problems.

= Kepner-Tregoe Approach

= Common cause analysis (CCA) common modes analysis (CMA) are evolving
engineering techniques for complex technical systems to determine if common root
causes in hardware, software or highly integrated systems interaction may
contribute to human error or improper operation of a system. Systems are analyzed
for root causes and causal factors to determine probability of failure modes, fault
modes, or common mode software faults due to escaped requirements. Also
ensuring complete testing and verification are methods used for ensuring complex
systems are designed with no common causes that cause severe hazards. Common
cause analysis are sometimes required as part of the safety engineering tasks for
theme parks, commercial/military aircraft, spacecraft, complex control systems,
large electrical utility grids, nuclear power plants, automated industrial controls,
medical devices or other safety safety-critical systems with complex functionality.

Basic elements of root cause using Management Oversight Risk Tree (MORT)
Approach Classification

Materials
Defective raw material
Wrong type for job
Lack of raw material

Man Power
Inadequate capability
Lack of Knowledge
Lack of skill
Stress
Improper motivation

Machine / Equipment
Incorrect tool selection
Poor maintenance or design
Poor equipment or tool placement
Defective equipment or tool
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Environment
Orderly workplace
Job design or layout of work
Surfaces poorly maintained
Physical demands of the task
Forces of nature

Management
No or poor management involvement
Inattention to task
Task hazards not guarded properly
Other (horseplay, inattention....)
Stress demands
Lack of Process
Lack of Communication

Methods
No or poor procedures
Practices are not the same as written procedures
Poor communication

Management system
Training or education lacking
Poor employee involvement
Poor recognition of hazard
Previously identified hazards were not eliminated

Trial and error

Trial and error, or trial by error, is a general method of problem solving, fixing things, or for
obtaining knowledge. "Learning doesn't happen from failure itself but rather from
analyzing the failure, making a change, and then trying again.”

In the field of computer science, the method is called generate and test. In elementary
algebra, when solving equations, it is "guess and check".

This approach can be seen as one of the two basic approaches to problem solving and is
contrasted with an approach using insight and theory. However, there are intermediate
methods which for example, use theory to guide the method, an approach known as guided
empricism.

Methodology

This approach is more successful with simple problems and in games, and is often resorted
to when no apparent rule applies. This does not mean that the approach need be careless,
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for an individual can be methodical in manipulating the variables in an attempt to sort
through possibilities that may result in success. Nevertheless, this method is often used by
people who have little knowledge in the problem area.

Simplest applications

Ashby (1960, section 11/5) offers three simple strategies for dealing with the same basic
exercise-problem; and they have very different efficiencies: Suppose there are 1000 on/off
switches which have to be set to a particular combination by random-based testing, each
test to take one second. [This is also discussed in Traill (1978/2006, section C1.2]. The
strategies are:

= the perfectionist all-or-nothing method, with no attempt at holding partial
successes. This would be expected to take more than 107301 seconds, [i.e. 21000
seconds, or 3-5x(107291) centuries!];

= aserial-test of switches, holding on to the partial successes (assuming that these are
manifest) would take 500 seconds; while

= a parallel-but-individual testing of all switches simultaneously would take only one
second.

Note the tacit assumption here that no intelligence or insight is brought to bear on the
problem. However, the existence of different available strategies allows us to consider a
separate ("superior") domain of processing — a "meta-level" above the mechanics of
switch handling — where the various available strategies can be randomly chosen. Once
again this is "trial and error”, but of a different type. This leads us to:

Trial-and-error Hierarchies

Ashby's book develops this "meta-level" idea, and extends it into a whole recursive
sequence of levels, successively above each other in a systematic hierarchy. On this basis he
argues that human intelligence emerges from such organization: relying heavily on trial-
and-error (at least initially at each new stage), but emerging with what we would call
"intelligence" at the end of it all. Thus presumably the topmost level of the hierarchy (at
any stage) will still depend on simple trial-and-error.

Traill (1978/2006) suggests that this Ashby-hierarchy probably coincides with Piaget's
well-known theory of developmental stages. [This work also discusses Ashby's 1000-
switch example; see §C1.2]. After all, it is part of Piagetian doctrine that children learn by
first actively doing in a more-or-less random way, and then hopefully learn from the
consequences — which all has a certain to Ashby's random "trial-and-error".

The basic strategy in many fields?

Traill (2008, espec. Table "S" on p.31) follows Jerne and Popper in seeing this strategy as
probably underlying all knowledge-gathering systems — at least in their initial phase.
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Four such systems are identified:

Darwinian evolution which "educates"” the DNA of the species,

The brain of the individual (just discussed);

The "brain" of society-as-such (including the publicly-held body of science); and
The immune system.

An ambiguity: Can we have "intention" during a "trial"

In the Ashby-and-Cybernetics tradition, the word "trial" usually implies random-or-
arbitrary, without any deliberate choice. However amongst non-cyberneticians, "trial" will
often imply a deliberate subjective act by some adult human agent; (e.g. in a court-room, or
laboratory). So that has sometimes led to confusion.

Of course the situation becomes even more confusing if one accepts Ashby's hierarchical
explanation of intelligence, and its implied ability to be deliberate and to creatively design
— all based ultimately on non-deliberate actions. The lesson here seems to be that one
must simply be careful to clarify the meaning of one's own words, and indeed the words of
others. [Incidentally it seems that consciousness is not an essential ingredient for
intelligence as discussed above.

Features
Trial and error has a number of features:

= solution-oriented: trial and error makes no attempt to discover why a solution
works, merely that it is a solution.

* problem-specific: trial and error makes no attempt to generalise a solution to other
problems.

* non-optimal: trial and error is generally an attempt to find a solution, not all
solutions, and not the best solution.

= needs little knowledge: trials and error can proceed where there is little or no
knowledge of the subject.

It is possible to use trial and error to find all solutions or the best solution, when a testably
finite number of possible solutions exist. To find all solutions, one simply makes a note and
continues, rather than ending the process, when a solution is found, until all solutions have
been tried. To find the best solution, one finds all solutions by the method just described
and then comparatively evaluates them based upon some predefined set of criteria, the
existence of which is a condition for the possibility of finding a best solution. (Also, when
only one solution can exist, as in assembling a jigsaw puzzle, then any solution found is the
only solution and so is necessarily the best.)

Examples
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Trial and error has traditionally been the main method of finding new drugs, such as
antibiotics. Chemists simply try chemicals at random until they find one with the desired
effect. In a more sophisticated version, chemists select a narrow range of chemicals it is
thought may have some effect using a technique called structure-activity relationship. (The
latter case can be alternatively considered as a changing of the problem rather than of the
solution strategy: instead of "What chemical will work well as an antibiotic?" the problem
in the sophisticated approach is "Which, if any, of the chemicals in this narrow range will
work well as an antibiotic?") The method is used widely in many disciplines, such as
polymer technology to find new polymer types or families.

The scientific method can be regarded as containing an element of trial and error in its
formulation and testing of hypotheses. Also compare genetic algorithms, simulated
annealing and reinforcement learning - all varieties for search which apply the basic idea of
trial and error.

Biological evolution is also a form of trial and error. Random mutations and sexual genetic
variations can be viewed as trials and poor reproductive fitness, or lack of improved
fitness, as the error. Thus after a long time 'knowledge' of well-adapted genomes
accumulates simply by virtue of them being able to reproduce.

Bogosort, a conceptual sorting algorithm (that is extremely inefficient and impractical), can
be viewed as a trial and error approach to sorting a list. However, typical simple examples
of bogosort do not track which orders of the list have been tried and may try the same
order any number of times, which violates one of the basic principles of trial and error.
Trial and error is actually more efficient and practical than bogosort; unlike bogosort, it is
guaranteed to halt in finite time on a finite list, and might even be a reasonable way to sort
extremely short lists under some conditions.

Jumping spiders of the genus Portia use trial and error to find new tactics against
unfamiliar prey or in unusual situations, and remember the new tactics. Tests show that
Portia fimbriata and Portia labiata can use trial and error in an artificial environment,
where the spider's objective is to cross a miniature lagoon that is too wide for a simple
jump, and must either jump then swim or only swim.

Issues with trial and error

Trial and error is usually a last resort for a particular problem, as there are a number of
problems with it. For one, trial and error is tedious and monotonous. Also, it is very time-
consuming; chemical engineers must sift through millions of various potential chemicals
before they find one that works. There is also an element of risk, in that if a certain attempt
at a solution is extremely erroneous, it can produce disastrous results that may or may not
be repairable. Fortunately, computers are best suited for trial and error; they do not
succumb to the boredom that humans do, can test physical challenges in a virtual
environment where they will not do harm, and can potentially do thousands of trial-and-
error segments in the blink of an eye.
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Proof (truth)

A proof is sufficient evidence or argument for the truth of a proposition.

The concept arises in a variety of areas, with both the nature of the evidence or justification
and the criteria for sufficiency being area-dependent. In the area of oral and written
communication such as conversation, dialog, rhetoric, etc, a proof is a persuasive
perlocutionary speech act, which demonstrates the truth of a proposition. In any area of
mathematics defined by its assumptions or axioms, a proof is an argument establishing a
theorem of that area via accepted rules of inference starting from those axioms and other
previously established theorems. The subject of logic, in particular proof theory, formalizes
and studies the notion of formal proof. In the areas of epistemology and theology, the
notion of justification plays approximately the role of proof, while in jurisprudence the
corresponding term is evidence, with burden of proof as a concept common to both
philosophy and law.

In most areas, evidence is drawn from experience of the world around us, with science
obtaining its evidence from nature, law obtaining its evidence from witnesses and forensic
investigation, and so on. A notable exception is mathematics, whose evidence is drawn
from a mathematical world begun with postulates and further developed and enriched by
theorems proved earlier.

As with evidence itself, the criteria for sufficiency of evidence are also strongly area-
dependent, usually with no absolute threshold of sufficiency at which evidence becomes
proof. The same evidence that may convince one jury may not persuade another. Formal
proof provides the main exception, where the criteria for proofhood are ironclad and it is
impermissible to defend any step in the reasoning as "obvious"; for a well-formed formula
to qualify as part of a formal proof, it must be the result of applying a rule of the deductive
apparatus of some formal system to the previous well-formed formulae in the proof
sequence.

Proofs have been presented since antiquity. Aristotle used the observation that patterns of
nature never display the machine-like uniformity of determinism as proof that chance is an
inherent part of nature. On the other hand, Thomas Aquinas used the observation of the
existence of rich patterns in nature as proof that nature is not ruled by chance. Augustine of
Hippo provides a good case study in early uses of informal proofs in theology. He argued
that given the assumption that Christ had risen, there is resurrection of the dead and he
provided further arguments to prove that the death of Jesus was for the salvation of man.

Proofs need not be verbal. Before Galileo, people took the apparent motion of the Sun
across the sky as proof that the Sun went round the Earth. Suitably incriminating evidence
left at the scene of a crime may serve as proof of the identity of the perpetrator. Conversely,
a verbal entity need not assert a proposition to constitute a proof of that proposition. For
example, a signature constitutes direct proof of authorship; less directly, handwriting
analysis may be submitted as proof of authorship of a document. Privileged information in
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a document can serve as proof that the document's author had access to that information;
such access might in turn establish the location of the author at certain time, which might
then provide the author with an alibi.

Eight Disciplines Problem Solving

Eight Disciplines Problem Solving is a method used to approach and to resolve problems,
typically employed by quality engineers or other professionals.

DO0: The Planning Phase: Plan for solving the problem and determine the prerequisites.
D1: Use a Team: Establish a team of people with product/process knowledge.

D2: Define and describe the Problem: Specify the problem by identifying in quantifiable
terms the who, what, where, when, why, how and how many (5W2H) for the problem.

D3: Developing Interim Containment Plan Implement and verify Interim Actions: Define
and implement containment actions to isolate the problem from any customer.

D4: Determine and Identify and Verify Root Causes and escape points: Identify all potential
causes that could explain why the problem occurred. Also identify why the problem has not
been noticed at the time it occurred. All causes shall be verified or proved, not determined
by fuzzy brainstorming.

D5: Choose and verify Permanent Corrective Actions (PCAs) for root cause and Escape
point : Through pre-production programs quantitatively confirm that the selected
corrective actions will resolve the problem for the customer.

D6: Implement and validate PCAs: Define and Implement the best corrective actions.

D7: Prevent recurrence: Modify the management systems, operation systems, practices and
procedures to prevent recurrence of this and all similar problems.

D8: Congratulate your Team: Recognize the collective efforts of the team. The team needs
to be formally thanked by the organization.

8D has become a standard in the Auto, Assembly and other industries that require a
thorough structured problem solving process using a team approach.

History
People have been using structured problem solving methodologies since the Dark Ages. No

single source can claim to be the fountain of modern problem solving techniques. Ford
Motor Company developed a method, while the military also developed and quantified
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their own process during World War II. Both of these methods revolve around the Eight
Disciplines.

Ford's Perspective

The development of a Team Oriented Problem Solving strategy, based on the use of
statistical methods of data analysis, was developed at Ford Motor Company. The executives
of the Powertrain Organization (transmissions, chassis, engines) wanted a methodology
where teams(design engineering, manufacturing engineering, and production) could work
on recurring problems. In 1986, the assignment was given to develop a manual and a
subsequent course that would achieve a new approach to solving tough engineering design
and manufacturing problems. The manual for this methodology was documented and
defined in "Team Oriented Problem Solving"(TOPS), first published in 1987. The manual
and subsequent course material was piloted at World Headquarters in Dearborn, Michigan.
Many changes and revisions were made based on feedback from the pilot sessions. This has
been Ford's approach to problem solving ever since. It was never based on any military
standard or other existing problem solving methodology. The material is extensive and the
8D titles are merely the chapter headings for each step in the process. Ford also refers to
their current variant as G8D (Global 8D).

Military Usage

The US Government first standardized a process during the Second World War as Military
Standard 1520 'Corrective Action and Disposition System for Nonconforming Material' .
This military standard focused on nonconforming material and the disposition of the
material.

The 8D Problem Solving Process is used to identify, correct and eliminate recurring
problems. The methodology is useful in product and process improvement. It establishes a
permanent corrective action based on statistical analysis of the problem. It focuses on the
origin of the problem by determining Root Causes.

This 'Determine a Root Cause' step is a part of the military usage of the 8D's but was not a
reference in the development of the 8D problem solving methodology and is not referenced
or included in the TOPS manual or course.

Usage

Many disciplines are typically involved in the "8D" process, all of which can be found in
various textbooks and reference materials used by Quality Assurance professionals. For
example, an "Is/Is Not" worksheet is a common tool employed at D2, and a "Fishbone
Diagram" or "5 Why Analysis" are common tools employed at step D4.

In the late 1990s, Ford developed a revised version of the 8D process, that they call "Global

8D" (G8D) which is the current global standard for Ford and many other companies in the
automotive supply chain. The major revisions to the process are as follows:
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Addition of a DO (D-Zero) step as a gateway to the process. At DO, the team documents
the symptoms that initiated the effort along with any Emergency Response Actions (ERAs)
that were taken before formal initiation of the G8D. DO also incorporates standard
assessing questions meant to determine whether a full G8D is required. The assessing
questions are meant to ensure that in a world of limited problem-solving resources, the
efforts required for a full team-based problem-solving effort are limited to those problems
that warrant these resources.

Addition of Escape Point to D4 through D6. The idea here is to consider not only the Root
cause of a problem, but equally importantly, what went wrong with the control system in
allowing this problem to escape. Global 8D requires the team to identify and verify this
Escape Point (defined as the earliest control point in the control system following the Root
Cause that should have detected the problem but failed to do so) at D4. Then, through D5
and D6, the process requires the team to choose, verify, implement, and validate
Permanent Corrective Actions to address the Escape Point.

Recently, the 8D process has been employed significantly outside the auto industry. As part
of Lean initiatives and Continuous Improvement Processes it is employed extensively
within Food Manufacturing, High Tech and Health Care industries.

GROW model

The GROW model (or process) is a technique for problem solving or goal setting. It was
developed in the United Kingdom and was used extensively in the corporate coaching
market in the late 1980s and 1990s.

There have been many claims to authorship of GROW as a way of achieving goals and
solving problems. While no one person can be clearly identified as the originator Graham
Alexander, Alan Fine and Sir John Whitmore, who are well known in the world of coaching,
made significant contributions. Max Landsberg also describes GROW in his book The Tao of
Coaching

GROW is very well known in the business arena but it also has many applications in
everyday life. The particular value of GROW is that it provides an effective, structured
methodology which both helps set goals effectively and is a problem solving process.

[t can be used by anyone without special training. While there are many methodologies that
can be used to address problems, the value of GROW is that it is easily understood,
straightforward to apply and very thorough. In addition it is possible to apply it to a large
variety of issues in a very effective way.
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Stages of GROW

There are a number of different versions of the GROW model. This version presents one
view of the stages but there are others. The 'O’ in this version has two meanings.

G Goal This is the end point, where the client wants to be. The goal has to be defined
in such a way that it is very clear to the client when they have achieved it.

R Reality This is how far the client is away from their goal. If the client were to
look at all the steps they need to take in order to achieve the goal, the Reality would be the
number of those steps they have completed so far.

0 Obstacles There will be Obstacles stopping the client getting from where they
are now to where they want to go. If there were no Obstacles the client would already have
reached their goal.

Options Once Obstacles have been identified the client need to find ways of dealing
with them if they are to make progress. These are the Options.

\W% Way Forward The Options then need to be converted into action steps which

will take the client to their goal. These are the Way Forward.

As with many simple principles any user of GROW can apply a great deal of skill and
knowledge at each stage but the basic process remains as written above. There are
numerous questions which the coach could use at any point and part of the skill of the
coach is to know which questions to use and how much detail to uncover.

This is a very simple example of using the GROW model to achieve a goal.

This example deals with weight loss. The clients wants: “To bring my weight down to 120
pounds in three months and keep it down’.

That is their Goal. The GROW approach would then be to establish the Reality by stating
what their weight is now. The coach would then ask awareness questions to deepen
understanding of what is happening when the client tries to lose weight, thus identifying
the Obstacles. These questions could include:

When you have been able to lose weight - what made the difference?

What is the difference between the times you are able to keep weight off and the times
when you put it on again?

What would have to change for you to be sure you could lose the weight and keep it off?
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If the client genuinely answers these questions they will discover new information about
what works and does not work for them in terms of weight loss, and create some potential
for change. It then becomes possible to create some strategies or Options which get around
the Obstacles. These could include looking at which diets or exercise regimes work best, or
finding a specific type of support. Once the client knows the strategies that are likely to
work they can establish a Way Forward which involves taking action steps. This is where
they commit to what they will do in the short term to put the strategies into effect. For
instance, one action might be asking a particular person for support, and another might be
to buy a different selection of foods.

The same principles can be applied whatever goal or problem the client has. GROW can be
used on technical problems, issues regarding processes, strategy questions, interpersonal
issues and many more. Almost any situation where there is something to be achieved and
there is an Obstacle can be tackled with GROW. The model can also be used by a group who
are all working on the same problem or goal.

The GROW principle and the Inner Game

GROW was developed out of the Inner Game theory developed by Timothy Gallwey,
Gallwey was a tennis coach who noticed that he could often see what a player was doing
incorrectly but that simply telling them what they should be doing did not bring about
lasting change.

This is often illustrated by the example of a player who does not keep their eye on the ball.
Most coaches would give instructions such as: ‘Keep your eye on the ball’ to try and correct
this. The problem with this sort of instruction is that a player will be able to follow it for a
short while but be unable to keep it in the front of their minds in the long term. This means
that progress was slow. The result was that coaches and players grew increasingly
frustrated at the slowness of progress but no one had better system of coaching.

So one day, instead of giving an instruction, Gallwey asked the player to say "bounce' out
loud when the ball bounced and “hit' out loud when they hit it

The result was that the players started to improve without a lot of effort because they were
keeping their eye on the ball. But because of the way the instruction was given they did not
have a voice in their heads saying ‘I must keep my eye on the ball.” They were simply
playing a simple game while they were playing tennis. Once Gallwey saw how play could be
improved in this way he stopped giving instructions and started asking questions that
would help the player discover for himself what worked and what needed to change. This
was the birth of the Inner Game.

The basic methodology of GROW came out of Gallweys work with tennis players. For
example the first stage in this process would be to set a target which the player wanted to
achieve. For example if a player wanted to improve his first serve Gallwey would ask how
many first serves out of ten they would like to get in. This was the target or goal.
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The Reality would be defined by asking the player to serve 10 balls and seeing how many
first serves went in.

Gallwey would then ask awareness raising questions such as "What do you notice you are
doing differently when you the ball goes in or out?" This would enable the player to
discover for themselves what they were changing about their mind and body when the
serve when in or out. They had then defined their Obstacles and Options. They therefor
learnt for themselves what they had to change in order to meet their serving targets and
they had a clear Way Forward.

From Gallwey’s experience with tennis players it is possible to define a number of learning
principles which can be applied to any learning situation whether sport based or not. For
example:

In most learning situations the learner is rarely focused on what is happening during the
process. But if they focus their attention on a relevant aspect of what is actually happening
during the process, rather than what they ‘should’ be doing or trying to get it ‘right’ they
will make progress much faster.

Learning happens best when the learner is focused on the present. If they are focused on
the present they will not struggle to prove or remember something but rather make
discoveries as they go along.

If the learner is trying to look good or using a lot of unfocused effort they will interfere
with the learning process. The less interference with their learning, the faster they
progress.

Coaches using the Inner Game soon realised they could apply the principles in other
learning situations. GROW was developed as a structured framework to use the Inner Game
principles to achieve goals. The originators saw that, just as in sport, many individuals were
struggling to achieve goals because they were not learning from experience and were not
aware of the knowledge within themselves that would help them.

How to Solve It

How to Solve It (1945) is a small volume by mathematician George Polya describing
methods of problem solving.

Four principles

How to Solve It suggests the following steps when solving a mathematical problem:
= First, you have to understand the problem.
= After understanding, then make a plan.

= Carry out the plan.
= Look back on your work. How could it be better?
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If this technique fails, Pélya advises: "If you can't solve a problem, then there is an easier
problem you can solve: find it." Or: "If you cannot solve the proposed problem, try to solve
first some related problem. Could you imagine a more accessible related problem?"

First principle: Understand the problem

"Understand the problem" is often neglected as being obvious and is not even mentioned in
many mathematics classes. Yet students are often stymied in their efforts to solve it, simply
because they don't understand it fully, or even in part. In order to remedy this oversight,
Polya taught teachers how to prompt each student with appropriate questions, depending
on the situation, such as:

What are you asked to find or show?

Can you restate the problem in your own words?

Can you think of a picture or a diagram that might help you understand the problem?
Is there enough information to enable you to find a solution?

Do you understand all the words used in stating the problem?

Do you need to ask a question to get the answer?

The teacher is to select the question with the appropriate level of difficulty for each student
to ascertain if each student understands at their own level, moving up or down the list to
prompt each student, until each one can respond with something constructive.

Second principle: Devise a plan

Polya mentions that there are many reasonable ways to solve problems. The skill at
choosing an appropriate strategy is best learned by solving many problems. You will find
choosing a strategy increasingly easy. A partial list of strategies is included:

Guess and check
Make an orderly list
Eliminate possibilities
Use symmetry
Consider special cases
Use direct reasoning
Solve an equation

Also suggested:

Look for a pattern

Draw a picture

Solve a simpler problem
Use a model

Work backward

Use a formula

Be creative
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Use your head/noggin
Third principle: Carry out the plan

This step is usually easier than devising the plan. In general, all you need is care and
patience, given that you have the necessary skills. Persist with the plan that you have
chosen. If it continues not to work discard it and choose another. Don't be misled; this is
how mathematics is done, even by professionals.

Fourth principle: Review/extend

Po6lya mentions that much can be gained by taking the time to reflect and look back at what
you have done, what worked and what didn't. Doing this will enable you to predict what
strategy to use to solve future problems, if these relate to the original problem.

Kepner-Tregoe Inc.

Kepner-Tregoe, Inc. is a multinational management consulting and training services
company. It provides consultation and training to companies in industries such as
manufacturing, electronics, chemical, pharmaceuticals, and financial services.

The company was founded in 1958 by former RAND Corporation researchers Dr. Charles
Kepner and Dr. Benjamin Tregoe. They are best known for their Rational Process
technique, and together wrote the book "The Rational Manager" published in 1965 and
"The New Rational Manager" published in December 1997.

Initial Research

The RAND Corporation at the time were attempting to improve the effectiveness of the Air
Defence system in the US, and had developed a way of simulating various types of air
threats; high level attacks, low level sneak attacks and so forth. Kepner and Tregoe were
working in a small research group studying the Manual Air Defence System, and for 6
months studied how groups of people process information when they see various types of
air threat by watching how those groups processed the incoming information. They noticed
a difference in the Commanding Officer's ability to recognise a problem when it was
occurring and then the decisions that they made in terms of how quickly they recognised
that they were getting into trouble and in what they decided to do about it. When Kepner &
Tregoe left the RAND Corporation they took with them the research hypothesis that "some
people were using a mental process that enabled them be better than others at dealing with
the information that was being presented” and "the more ability that a person had to
articulate how they were making a decision the better they would be". The research was
anthropological - they went into the field, and had managers and CEO's identify good and
poor decision makers. They interviewed them, and tried to see what the differences were,
sitting in on meetings and so on. When they found that there was no difference between
those who had been identified as good and poor in terms of their ability to articulate how
they were going about making decisions, Kepner and Tregoe came to the conclusion that if
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they were able to make people more consciously aware of the process that they were using,
and conscious of a good decision making process they could improve their performance,
and enable them to pass this process on to someone else. Interviewing people was not very
productive, but sitting in on meetings was productive, they could more easily see the
sequence that people were using. At the same time as conducting this research they were
developing a simple form of four part business simulation, which they used at the Hughes
Aircraft Fire Control Laboratories to track what people were doing and observe the
sequence in a controlled environment. They found that there is a very different sequence of
events and different information needed when there is something going wrong, in order to
come to a successful conclusion, compared with the information required and sequence to
arrive at a sensible decision.

PDCA

PDCA (plan-do-check-act) is an iterative four-step management process typically used in
business. It is also known as the Deming circle/cycle/wheel, Shewhart cycle, control
circle/cycle, or plan-do-study-act (PDSA).

Meaning
The PDCA cycle

PDCA is a successive cycle which starts off small to test potential effects on processes, but
then gradually leads to larger and more targeted change. Plan, Do, Check, Act are the four
components of Work bench in Software testing.

PLAN

Establish the objectives and processes necessary to deliver results in accordance with the
expected output (the target or goals). By making the expected output the focus, it differs
from other techniques in that the completeness and accuracy of the specification is also
part of the improvement.

DO

Implement the new processes, often on a small scale if possible, to test possible effects. It
is important to collect data for charting and analysis for the following "CHECK" step.

CHECK

Measure the new processes and compare the results (collected in "DO" above) against
the expected results (targets or goals from the "PLAN") to ascertain any differences.
Charting data can make this much easier to see trends in order to convert the collected data
into information. Information is what you need for the next step "ACT".
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ACT

Analyze the differences to determine their cause. Each will be part of either one or more
of the P-D-C-A steps. Determine where to apply changes that will include improvement.
When a pass through these four steps does not result in the need to improve, refine the
scope to which PDCA is applied until there is a plan that involves improvement.

About

PDCA was made popular by Dr. W. Edwards Deming, who is considered by many to be the
father of modern quality control; however he always referred to it as the "Shewhart cycle".
Later in Deming's career, he modified PDCA to "Plan, Do, Study, Act" (PDSA) so as to better
describe his recommendations.

The concept of PDCA is based on the scientific method, as developed from the work of
Francis Bacon (Novum Organum, 1620). The scientific method can be written as
"hypothesis"-"experiment"-"evaluation”" or plan, do and check. Shewhart described
manufacture under "control"—under statistical control—as a three step process of
specification, production, and inspection. He also specifically related this to the scientific
method of hypothesis, experiment, and evaluation. Shewhart says that the statistician
"must help to change the demand [for goods] by showing [...] how to close up the tolerance
range and to improve the quality of goods". Clearly, Shewhart intended the analyst to take
action based on the conclusions of the evaluation. According to Deming, during his lectures
in Japan in the early 1950s, the Japanese participants shortened the steps to the now
traditional plan, do, check, act. Deming preferred plan, do, study, act because "study" has
connotations in English closer to Shewhart's intent than "check".

A fundamental principle of the scientific method and PDSA is iteration—once a hypothesis
is confirmed (or negated), executing the cycle again will extend the knowledge further.
Repeating the PDSA cycle can bring us closer to the goal, usually a perfect operation and
output.

In Six Sigma programs, the PDSA cycle is called "define, measure, analyze, improve, control”
(DMAIC). The iterative nature of the cycle must be explicitly added to the DMAIC
procedure.

PDSA should be repeatedly implemented in spirals of increasing knowledge of the system
that converge on the ultimate goal, each cycle closer than the previous. One can envision an
open coil spring, with each loop being one cycle of the scientific method - PDSA, and each
complete cycle indicating an increase in our knowledge of the system under study. This
approach is based on the belief that our knowledge and skills are limited, but improving.
Especially at the start of a project, key information may not be known; the PDSA—scientific
method—provides feedback to justify our guesses (hypotheses) and increase our
knowledge. Rather than enter "analysis paralysis" to get it perfect the first time, it is better
to be approximately right than exactly wrong. With the improved knowledge, we may
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choose to refine or alter the goal (ideal state). Certainly, the PDSA approach can bring us
closer to whatever goal we choose.

Rate of change, that is, rate of improvement, is a key competitive factor in today's world.
PDSA allows for major 'jumps' in performance ('breakthroughs' often desired in a Western
approach), as well as Kaizen (frequent small improvements associated with an Eastern
approach). In the United States a PDSA approach is usually associated with a sizable project
involving numerous people's time, and thus managers want to see large 'breakthrough’
improvements to justify the effort expended. However, the scientific method and PDSA
apply to all sorts of projects and improvement activities.

The power of Deming's concept lies in its apparent simplicity. The concept of feedback in
the scientific method, in the abstract sense, is today firmly rooted in education. While
apparently easy to understand, it is often difficult to accomplish on an on-going basis due to
the intellectual difficulty of judging one's proposals (hypotheses) on the basis of measured
results. Many people have an emotional fear of being shown "wrong", even by objective
measurements. To avoid such comparisons, we may instead cite complacency, distractions,
loss of focus, lack of commitment, re-assigned priorities, lack of resources, etc.

RPR Problem Diagnosis

RPR is a problem diagnosis method specifically designed to determine the root cause of IT
problems.

Overview
RPR (Rapid Problem Resolution) deals with failures, incorrect output and performance
issues, and its particular strengths are in the diagnosis of ongoing & recurring grey

problems. The method comprises:

= (Core Process
= Supporting Techniques

The Core Process defines a step-by-step approach to problem diagnosis and has three
phases:

Discover

Gather & review existing information
Reach an agreed understanding
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Investigate
Create & execute a diagnostic data capture plan
Analyse the results & iterate if necessary
Identify Root Cause

Fix
Translate diagnostic data
Determine & implement fix
Confirm Root Cause addressed

The Supporting Techniques detail how the objectives of the Core Process steps are
achieved, and cite examples using tools and techniques that are available in every business.

Standards alignment

RPR has been fully aligned with ITIL v3 since RPR 2.01 was released in April 2008. RPR fits
directly into the ITIL v3 Problem Management Process as a sub-process. Some
organisations handle ongoing recurring problems within Incident Management, and RPR
also fits into the ITIL v3 Incident Management Process as a sub-process.

COBIT also defines a Problem Management Process (DS10) with key activity of Perform
root cause analysis. RPR is a superset of this step in that it defines a process that covers all
of the activities needed to perform Problem investigation & diagnosis, including Root Cause
identification.

Limitations
RPR has some limitations and considerations, including:

= RPR deals with a single symptom at a time
= RPRis not a forensic technique and so historical data alone is rarely sufficient
= The Investigate phase requires the user to experience the problem one more time

History

The method was originally developed by Advance7 in 1990 as the Rapid Problem
Resolution Method, with the first fully documented version produced in 1995. Early
versions included problem management guidance but this was removed over time as the
method became more closely aligned to ITIL. RPR is now focused on Problem Diagnosis
based on Root Cause Identification. Due to the highly practical nature of the Supporting
Techniques and the ever changing IT landscape, Advance7 continues to develop RPR to
keep it relevant to current IT environments.
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Until November 2007 Advance7 made the RPR material available to its employees only,
although a limited number of other IT professionals had been trained in the use of the
method. In late 2007 the company announced its intention to make RPR training and
material more widely available.

In March 2009 the TSO added a significant amount of RPR information to the ITIL Best
Practice Live website within the areas dealing with Problem Management.

TRIZ

TRIZ is "a problem-solving, analysis and forecasting tool derived from the study of patterns
of invention in the global patent literature”. It was developed by the Soviet inventor and
science fiction author Genrich Altshuller and his colleagues, beginning in 1946. In English
the name is typically rendered as "the Theory of Inventive Problem Solving)", and
occasionally goes by the English acronym TIPS.

Following Altshuller's insight, the Theory developed on a foundation of extensive research
covering hundreds of thousands of inventions across many different fields to produce a
theory which defines generalisable patterns in the nature of inventive solutions and the
distinguishing characteristics of the problems that these inventions have overcome.

An important part of the Theory has been devoted to revealing patterns of evolution and
one of the objectives which has been pursued by leading practitioners of TRIZ has been the
development of an algorithmic approach to the invention of new systems, and the
refinement of existing ones.

The Theory includes a practical methodology, tool sets, a knowledge base, and model-based
technology for generating new ideas and solutions for problem solving. It is intended for
application in problem formulation, system analysis, failure analysis, and patterns of
system evolution.

History

TRIZ in its classical form was developed by the Soviet inventor and science fiction writer
Genrich Altshuller and his associates. He started developing TRIZ in 1946 while working in
the "Inventions Inspection” department of the Caspian Sea flotilla of the Soviet Navy. His
job was to help with the initiation of invention proposals, to rectify and document them and
prepare applications to the patent office. During this time he realised that a problem
requires an inventive solution if there is a unresolved contradiction in the sense that
improving one parameter impacts negatively on another. He later called these “technical
contradictions”.

His work on what later resulted in TRIZ was interrupted in 1950 by his arrest and

sentencing to 25 years in the Gulag. According to one source the arrest was partially
triggered by letters which he and Raphael Shapiro sent to Stalin, ministers and newspapers
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about certain decisions made by the Soviet Government, which they believed were
erroneous. Altshuller and Shapiro were freed following Stalin's death in 1953 and returned
to Baku.

The first paper on TRIZ titled "On the psychology of inventive creation" was published in
1956 in "Issues in Psychology" (Voprosi Psichologii) journal.

By 1969 Altshuller had reviewed about 40,000 patent abstracts in order to find out in what
way the innovation had taken place and developed the concept of technical contradictions,
the concept of Ideality of a system, contradiction matrix, and 40 Principles of Invention. In
the years that followed he developed the concept of physical contradictions, SuField
Analysis, Standard Solutions, and several Laws of Technical Systems Evolution, and
numerous other theoretical and practical approaches.

In 1971 Altshuller convinced The Inventors Society to establish in Baku the first TRIZ
teaching facility called the Azerbaijan Public Institute for Inventive Creation and the first
TRIZ research lab called The Public Lab for Inventive Creation. Altshuller was appointed
the head of the lab by the Society. The lab incubated the TRIZ movement and in the years
that followed other TRIZ teaching institutes were established in all major cities of the USSR.
In 1989 the TRIZ Association was formed, with Altshuller chosen as President.

Following the end of the cold war, the waves of emigrants from the former Soviet Union
brought TRIZ to other countries and drew attention to it overseas. In 1995 the Altshuller
Institute for TRIZ Studies was established in Boston, USA.

Basic principles of TRIZ

TRIZ presents a systematic approach for analysing the kind of challenging problems where
inventiveness is needed and provides a range of strategies and tools for finding inventive
solutions. One of the earliest findings of the massive research on which the theory is based
is that the vast majority of problems that require inventive solutions typically reflect a need
to overcome a dilemma or a trade-off between two contradictory elements. The central
purpose of TRIZ-based analysis is to systematically apply the strategies and tools to find
superior solutions that overcome the need for a compromise or trade-off between the two
elements.

TRIZ process for creative problem solving

By the early 1970s two decades of research covering hundreds of thousands of patents had
confirmed Altshuller’s initial insight about the patterns of inventive solutions and one of
the first analytical tools was published in the form of 40 Inventive Principles, which could
account for virtually all of those patents that presented truly inventive solutions. Following
this approach the “Typical solution” shown in the diagram can be found by defining the
contradiction which needs to be resolved and systematically considering which of the 40
principles may be applied to provide a specific solution which will overcome the
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“contradiction” in the problem at hand, enabling a solution that is closer to the “ultimate
ideal result”.

The combination of all of these concepts together - the analysis of the contradiction, the
pursuit of an ideal solution and the search for one or more of the Principles which will
overcome the contradiction, are the key elements in a process which is designed to help the
inventor to engage in the process with purposefulness and focus.

One of the tools which evolved as an extension of the 40 Principles was a Contradiction
Matrix in which the contradictory elements of a problem were categorized according to a
list of 39 factors which could impact on each other. The combination of each pairing of
these 39 elements is set out in a matrix (for example, the weight of a stationary object, the
use of energy by a moving object, the ease of repair etc.) Each of the 39 elements is
represented down the rows and across the columns (as the negatively affected element)
and based upon the research and analysis of patents, wherever precedent solutions have
been found that resolve a conflict between two of the elements the relevant cells in the
matrix typically contain a sub-set of three or four Principles that have been applied most
frequently in inventive solutions which resolve contradictions between those two
elements.

The main objective of the contradiction matrix was to simplify the process of selecting the
most appropriate Principle to resolve a specific contradiction. It was the core of all
modifications of ARIZ till 1973. But in 1973, after introducing the concept of physical
contradictions and creating SuField Analysis, Altshuller realized that the contradiction
matrix was comparatively an inefficient tool and stopped working on it. Beginning ARIZ-
71c contradiction matrix ceased to be the core of ARIZ and therefore was not a tool for
solving inventive problems that Altshuller believed should be pursued. Physical
contradictions and separation principles as well as SuField Analysis, etc became the core.
Despite this, the 40 Principles has remained the most popular tool taught in introductory
seminars and has consistently attracted the most attention amongst the tens of thousands
of individuals who visit TRIZ-focused web sites in a typical month. Therefore, many of
those who learn TRIZ or have attended seminars are taught quite wrongly that TRIZ is
primarily composed of the 40 principles and contradiction matrix, the truth is ARIZ is the
core methodology of TRIZ.

ARIZ is an algorithmic approach to finding inventive solutions by identifying and resolving
contradictions. This includes the "System of Inventive Standards Solutions" which
Altshuller used to replace the 40 principles and contradiction matrix, it comprises of Su-
field modeling and the 76 Inventive Standards. A number of TRIZ-based computer
programs have been developed whose purpose is to provide assistance to engineers and
inventors in finding inventive solutions for technological problems. Some of these
programs are also designed to apply another TRIZ methodology whose purpose is to reveal
and forecast emergency situations and to anticipate circumstances which could result in
undesirable outcomes.
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One of the important branches of TRIZ is focused on analysing and predicting trends of
evolution in the characteristics that existing solutions are likely to develop in successive
generations of a system.

Essentials
Basic terms

= Ideal Final Result (IFR) - the ultimate idealistic solution of a problem when the
desired result is achieved by itself;

=  Administrative Contradiction - contradiction between the needs and abilities;

= Technical Contradiction - an inverse dependence between
parameters/characteristics of a machine or technology;

= Physical Contradiction - opposite/contradictory physical requirements to an
object;

= Separation principle - a method of resolving physical contradictions by separating
contradictory requirements;

= VePol or SuField - a minimal technical system consisting of two material objects
(substances) and a "field". "Field" is the source of energy whereas one of the
substances is "transmission" and the other one is the "tool";

= FePol - a sort of VePol where "substances" are ferromagnetic objects;

= Level of Invention;

= Standard - a standard inventive solution of a higher level;

= Law of Technical Systems Evolution;

= ARIZ - Algorithm of Inventive Problems Solving, which combines various
specialized methods of TRIZ into one universal tool;

Identifying a problem: contradictions

Altshuller believed that inventive problems stem from contradictions (one of the basic
TRIZ concepts) between two or more elements, such as, "If we want more acceleration, we
need a larger engine; but that will increase the cost of the car," that is, more of something
desirable also brings more of something less desirable, or less of something else also
desirable.

These are called Technical Contradictions by Altshuller. He also defined so-called physical
or inherent contradictions: More of one thing and less of the same thing may both be
desired in the same system. For instance, a higher temperature may be needed to melt a
compound more rapidly, but a lower temperature may be needed to achieve a
homogeneous mixture.

An "inventive situation” which challenges us to be inventive, might involve several such
contradictions. Conventional solutions typically "trade" one contradictory parameter for
another; no special inventiveness is needed for that. Rather, the inventor would develop a
creative approach for resolving the contradiction, such as inventing an engine that
produces more acceleration without increasing the cost of the engine.
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Inventive principles and the matrix of contradictions

Altshuller screened patents in order to find out what kind of contradictions were resolved
or dissolved by the invention and the way this had been achieved. From this he developed a
set of 40 inventive principles and later a Matrix of Contradictions. Rows of the matrix
indicate the 39 system features that one typically wants to improve, such as speed, weight,
accuracy of measurement and so on. Columns refer to typical undesired results. Each
matrix cell points to principles that have been most frequently used in patents in order to
resolve the contradiction.

For instance, Dolgashev mentions the following contradiction: Increasing accuracy of
measurement of machined balls while avoiding the use of expensive microscopes and
elaborate control equipment. The matrix cell in row "accuracy of measurement” and
column "complexity of control" points to several principles, among them the Copying
Principle, which states, "Use a simple and inexpensive optical copy with a suitable scale
instead of an object that is complex, expensive, fragile or inconvenient to operate." From
this general invention principle, the following idea might solve the problem: Taking a high-
resolution image of the machined ball. A screen with a grid might provide the required
measurement. As mentioned above, Altshuler abandoned this method of defining and
solving "technical” contradictions in the mid 1980's and instead used Su-field modeling and
the 76 inventive standards and a number of other tools included in the algorithm for
solving inventive problems, ARIZ

Laws of technical system evolution

Altshuller also studied the way technical systems have been developed and improved over
time. From this, he discovered several trends (so called Laws of Technical Systems
Evolution) that help engineers predict what the most likely improvements that can be
made to a given product are. The most important of these laws involves the ideality of a
system.

Substance-field analysis

One more technique that is frequently used by inventors involves the analysis of
substances, fields and other resources that are currently not being used and that can be
found within the system or nearby. TRIZ uses non-standard definitions for substances and
fields. Altshuller developed methods to analyze resources; several of his invention
principles involve the use of different substances and fields that help resolve contradictions
and increase ideality of a technical system. For instance, videotext systems used television
signals to transfer data, by taking advantage of the small time segments between TV frames
in the signals.

Su-Field Analysis (structural substance-field analysis) produces a structural model of the

initial technological system, exposes its characteristics, and with the help of special laws,
transforms the model of the problem. Through this transformation the structure of the

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 95

solution that eliminates the shortcomings of the initial problem is revealed. Su-Field
Analysis is a special language of formulas with which it is possible to easily describe any
technological system in terms of a specific (structural) model. A model produced in this
manner is transformed according to special laws and regularities, thereby revealing the
structural solution of the problem.

ARIZ - algorithm of inventive problems solving

ARIZ (Russian acronym of AaroputMm pelieHuss u3o6peTaTeNbCKUX 3aaady - APU3) -
Algorithm of Inventive Problems Solving - is a list of about 85 step-by-step procedures to
solve complicated invention problems, where other tools of TRIZ alone (Su-field analysis,
40 inventive principles, etc.) are not sufficient.

Various TRIZ software (see Invention Machine, Ideation International...) is based on this
algorithm (or an improved one).

Starting with an updated matrix of contradictions, semantic analysis, subcategories of
inventive principles and lists of scientific effects, some new interactive applications are
other attempts to simplify the problem formulation phase and the transition from a generic
problem to a whole set of specific solutions.

Use of TRIZ methods in industry

It has been reported that car companies Ford and Daimler-Chrysler, Johnson & Johnson,
aeronautics companies Boeing, NASA, technology companies Hewlett Packard, Motorola,
General Electric, Xerox, IBM, LG and Samsung, and Procter and Gamble and Kodak have
used TRIZ methods in some projects.

Failure mode and effects analysis

A failure modes and effects analysis (FMEA) is a procedure in product development and
operations management for analysis of potential failure modes within a system for
classification by the severity and likelihood of the failures. A successful FMEA activity helps
a team to identify potential failure modes based on past experience with similar products
or processes, enabling the team to design those failures out of the system with the
minimum of effort and resource expenditure, thereby reducing development time and
costs. It is widely used in manufacturing industries in various phases of the product life
cycle and is now increasingly finding use in the service industry. Failure modes are any
errors or defects in a process, design, or item, especially those that affect the customer, and
can be potential or actual. Effects analysis refers to studying the consequences of those
failures.

Basic terms

FMEA cycle.
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Failure
"The LOSS of an intended function of a device under stated conditions."

Failure mode
"The manner by which a failure is observed; it generally describes the way the failure
occurs."

Failure effect
Immediate consequences of a failure on operation, function or functionality, or status of
some item

Indenture levels
An identifier for item complexity. Complexity increases as levels are closer to one.

Local effect
The Failure effect as it applies to the item under analysis.

Next higher level effect
The Failure effect as it applies at the next higher indenture level.

End effect
The failure effect at the highest indenture level or total system.

Failure cause
Defects in design, process, quality, or part application, which are the underlying cause of
the failure or which initiate a process which leads to failure.

Severity

"The consequences of a failure mode. Severity considers the worst potential consequence
of a failure, determined by the degree of injury, property damage, or system damage that
could ultimately occur."”

History

Learning from each failure is both costly and time consuming, and FMEA is a more
systematic method of studying failure. As such, it is considered better to first conduct some
thought experiments.

Procedures for conducting FMECA were described in US Armed Forces Military Procedures
document MIL-P-1629 (1949; revised in 1980 as MIL-STD-1629A). Later it was used for
aerospace/rocket development to avoid errors in small sample sizes of costly rocket
technology. An example of this is the Apollo Space program. It was also used as application
for HACCP for the Apollo Space Program, and later the food industry in general. The
primary push came during the 1960s, while developing the means to put a man on the
moon and return him safely to earth. In the late 1970s the Ford Motor Company introduced
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FMEA to the automotive industry for safety and regulatory consideration after the Pinto
affair. They applied the same approach to processes (PFMEA) to consider potential process
induced failures prior to launching production.

Although initially developed by the military, FMEA methodology is now extensively used in
a variety of industries including semiconductor processing, food service, plastics, software,
and healthcare. It is integrated into the Automotive Industry Action Group's (AIAG)
Advanced Product Quality Planning (APQP) process to provide risk mitigation, in both
product and process development phases. Each potential cause must be considered for its
effect on the product or process and, based on the risk, actions are determined and risks
revisited after actions are complete. Toyota has taken this one step further with its Design
Review Based on Failure Mode (DRBFM) approach. The method is now supported by the
American Society for Quality which provides detailed guides on applying the method.

Implementation

In FMEA, failures are prioritized according to how serious their consequences are, how
frequently they occur and how easily they can be detected. A FMEA also documents current
knowledge and actions about the risks of failures for use in continuous improvement.
FMEA is used during the design stage with an aim to avoid future failures (sometimes
called DFMEA in that case). Later it is used for process control, before and during ongoing
operation of the process. Ideally, FMEA begins during the earliest conceptual stages of
design and continues throughout the life of the product or service.

The outcomes of an FMEA development are actions to prevent or reduce the severity or
likelihood of failures, starting with the highest-priority ones. It may be used to evaluate risk
management priorities for mitigating known threat vulnerabilities. FMEA helps select
remedial actions that reduce cumulative impacts of life-cycle consequences (risks) from a
systems failure (fault).

It is used in many formal quality systems such as QS-9000 or ISO/TS 16949.
Using FMEA when designing

FMEA can provide an analytical approach, when dealing with potential failure modes and
their associated causes. When considering possible failures in a design - like safety, cost,
performance, quality and reliability — an engineer can get a lot of information about how to
alter the development/manufacturing process, in order to avoid these failures. FMEA
provides an easy tool to determine which risk has the greatest concern, and therefore an
action is needed to prevent a problem before it arises. The development of these
specifications will ensure the product will meet the defined requirements and customer
needs.

The pre-work
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The process for conducting an FMEA is straightforward. It is developed in three main
phases, in which appropriate actions need to be defined. But before starting with an FMEA,
it is important to complete some pre-work to confirm that robustness and past history are
included in the analysis.

A robustness analysis can be obtained from interface matrices, boundary diagrams, and
parameter diagrams. Many failures are due to noise factors and shared interfaces with
other parts and/or systems, because engineers tend to focus on what they control directly.

To start it is necessary to describe the system and its function. A good understanding
simplifies further analysis. This way an engineer can see which uses of the system are
desirable and which are not. It is important to consider both intentional and unintentional
uses. Unintentional uses are a form of hostile environment.

Then, a block diagram of the system needs to be created. This diagram gives an overview of
the major components or process steps and how they are related. These are called logical
relations around which the FMEA can be developed. It is useful to create a coding system to
identify the different system elements. The block diagram should always be included with
the FMEA.

Before starting the actual FMEA, a worksheet needs to be created, which contains the
important information about the system, such as the revision date or the names of the
components. On this worksheet all the items or functions of the subject should be listed in a
logical manner, based on the block diagram.

Step 1: Occurrence

In this step it is necessary to look at the cause of a failure mode and the number of times it
occurs. This can be done by looking at similar products or processes and the failure modes
that have been documented for them. A failure cause is looked upon as a design weakness.
All the potential causes for a failure mode should be identified and documented. Again this
should be in technical terms. Examples of causes are: erroneous algorithms, excessive
voltage or improper operating conditions. A failure mode is given an occurrence ranking
(0), again 1-10. Actions need to be determined if the occurrence is high (meaning > 4 for
non-safety failure modes and > 1 when the severity-number from step 1 is 1 or 0). This step
is called the detailed development section of the FMEA process. Occurrence also can be
defined as %. If a non-safety issue happened less than 1%, we can give 1 to it. [t is based on
your product and customer specification.

Step 2: Sensitivity

Determine all failure modes based on the functional requirements and their effects.
Examples of failure modes are: Electrical short-circuiting, corrosion or deformation. A
failure mode in one component can lead to a failure mode in another component, therefore
each failure mode should be listed in technical terms and for function. Hereafter the
ultimate effect of each failure mode needs to be considered. A failure effect is defined as the
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result of a failure mode on the function of the system as perceived by the user. In this way it
is convenient to write these effects down in terms of what the user might see or experience.
Examples of failure effects are: degraded performance, noise or even injury to a user. Each
effect is given a sensitivity number (S) from 1 (no danger) to 10 (critical). These numbers
help an engineer to prioritize the failure modes and their effects. If the sensitivity of an
effect has a number 9 or 10, actions are considered to change the design by eliminating the
failure mode, if possible, or protecting the user from the effect. A sensitivity rating of 9 or
10 is generally reserved for those effects which would cause injury to a user or otherwise
result in litigation.

Step 3: Detection

When appropriate actions are determined, it is necessary to test their efficiency. In
addition, design verification is needed. The proper inspection methods need to be chosen.
First, an engineer should look at the current controls of the system, that prevent failure
modes from occurring or which detect the failure before it reaches the customer. Hereafter
one should identify testing, analysis, monitoring and other techniques that can be or have
been used on similar systems to detect failures. From these controls an engineer can learn
how likely it is for a failure to be identified or detected. Each combination from the
previous 2 steps receives a detection number (D). This ranks the ability of planned tests
and inspections to remove defects or detect failure modes in time. The assigned detection
number measures the risk that the failure will escape detection. A high detection number
indicates that the chances are high that the failure will escape detection, or in other words,
that the chances of detection are low.

After these three basic steps, risk priority numbers (RPN) are calculated
Risk Priority Number (RPN)

RPN play an important part in the choice of an action against failure modes. They are
threshold values in the evaluation of these actions.

After ranking the severity, occurrence and detectability the RPN can be easily calculated by
multiplying these three numbers: RPN =S x 0 x D

This has to be done for the entire process and/or design. Once this is done it is easy to
determine the areas of greatest concern. The failure modes that have the highest RPN
should be given the highest priority for corrective action. This means it is not always the
failure modes with the highest severity numbers that should be treated first. There could
be less severe failures, but which occur more often and are less detectable.

After these values are allocated, recommended actions with targets, responsibility and
dates of implementation are noted. These actions can include specific inspection, testing or
quality procedures, redesign (such as selection of new components), adding more
redundancy and limiting environmental stresses or operating range. Once the actions have
been implemented in the design/process, the new RPN should be checked, to confirm the
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improvements. These tests are often put in graphs, for easy visualization. Whenever a
design or a process changes, an FMEA should be updated.

A few logical but important thoughts come in mind:

Try to eliminate the failure mode (some failures are more preventable than others)
Minimize the severity of the failure

Reduce the occurrence of the failure mode

Improve the detection

Timing of FMEA
The FMEA should be updated whenever:

At the beginning of a cycle (new product/process)
Changes are made to the operating conditions

A change is made in the design

New regulations are instituted

Customer feedback indicates a problem

Uses of FMEA

= Development of system requirements that minimize the likelihood of failures.

= Development of methods to design and test systems to ensure that the failures have
been eliminated.

= Evaluation of the requirements of the customer to ensure that those do not give rise
to potential failures.

= Identification of certain design characteristics that contribute to failures, and
minimize or eliminate those effects.

* Tracking and managing potential risks in the design. This helps avoid the same
failures in future projects.

* Ensuring that any failure that could occur will not injure the customer or seriously
impact a system.

= To produce world class quality products

Advantages

* Improve the quality, reliability and safety of a product/process

* Improve company image and competitiveness

» Increase user satisfaction

= Reduce system development timing and cost

= (Collect information to reduce future failures, capture engineering knowledge
= Reduce the potential for warranty concerns

= Early identification and elimination of potential failure modes

= Emphasize problem prevention

» Minimize late changes and associated cost
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= Catalyst for teamwork and idea exchange between functions
= Reduce the possibility of same kind of failure in future

* Reduce impact of profit margin company

= Reduce possible scrap in production

Limitations

Since FMEA is effectively dependent on the members of the committee which examines
product failures, it is limited by their experience of previous failures. If a failure mode
cannot be identified, then external help is needed from consultants who are aware of the
many different types of product failure. FMEA is thus part of a larger system of quality
control, where documentation is vital to implementation. General texts and detailed
publications are available in forensic engineering and failure analysis. It is a general
requirement of many specific national and international standards that FMEA is used in
evaluating product integrity. If used as a top-down tool, FMEA may only identify major
failure modes in a system. Fault tree analysis (FTA) is better suited for "top-down" analysis.
When used as a "bottom-up" tool FMEA can augment or complement FTA and identify
many more causes and failure modes resulting in top-level symptoms. It is not able to
discover complex failure modes involving multiple failures within a subsystem, or to report
expected failure intervals of particular failure modes up to the upper level subsystem or
system.

Additionally, the multiplication of the severity, occurrence and detection rankings may
result in rank reversals, where a less serious failure mode receives a higher RPN than a
more serious failure mode. The reason for this is that the rankings are ordinal scale
numbers, and multiplication is not defined for ordinal numbers. The ordinal rankings only
say that one ranking is better or worse than another, but not by how much. For instance, a
ranking of "2" may not be twice as bad as a ranking of "1," or an "8" may not be twice as bad
as a "4," but multiplication treats them as though they are. See Level of measurement for
further discussion.

Failure analysis

Failure analysis is the process of collecting and analyzing data to determine the cause of a
failure. It is an important discipline in many branches of manufacturing industry, such as
the electronics industry, where it is a vital tool used in the development of new products
and for the improvement of existing products. It relies on collecting failed components for
subsequent examination of the cause or causes of failure using a wide array of methods,
especially microscopy and spectroscopy. The NDT or nondestructive testing methods are
valuable because the failed products are unaffected by analysis, so inspection always starts
using these methods.

Forensic investigation
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Forensic inquiry into the failed process or product is the starting point of failure analysis.
Such inquiry is conducted using scientific analytical methods such as electrical and
mechanical measurements, or by analysing failure data such as product reject reports or
examples of previous failures of the same kind. The methods of forensic engineering are
especially valuable in tracing product defects and flaws. They may include fatigue cracks,
brittle cracks produced by stress corrosion cracking or environmental stress cracking for
example. Witness statements can be valuable for reconstructing the likely sequence of
events and hence the chain of cause and effect. Human factors can also be assessed when
the cause of the failure is determined. There are several useful methods to prevent product
failures occurring in the first place, including failure mode and effects analysis (FMEA) and
fault tree analysis (FTA), methods which can be used during prototyping to analyse failures
before a product is marketed.

Failure theories can only be constructed on such data, but when corrective action is needed
quickly, the precautionary principle demands that measures be put in place. In aircraft
accidents for example, all planes of the type involved can be grounded immediately
pending the outcome of the inquiry.

Another aspect of failure analysis is associated with No Fault Found (NFF) which is a term
used in the field of failure analysis to describe a situation where an originally reported
mode of failure can't be duplicated by the evaluating technician and therefore the potential
defect can't be fixed.

NFF can be attributed to oxidation, defective connections of electrical components,
temporary shorts or opens in the circuits, software bugs, temporary environmental factors,
but also to the operator error. Large number of devices that are reported as NFF during the
first troubleshooting session often return to the failure analysis lab with the same NFF
symptoms or a permanent mode of failure.

The term Failure analysis also applies to other fields such as business management and
military strategy.

Backward chaining

Backward chaining (or backward reasoning) is an inference method that can be described
(in lay terms) as working backward from the goal(s). It is used in automated theorem
provers, proof assistants and other artificial intelligence applications, but it has also been
observed in primates.

In game theory, its application to (simpler) subgames in order to find a solution to the
game is is called backward induction. In chess, it's called retrograde analysis, and it is used

to generate tablebases for chess endgames for computer chess.

Backward chaining is implemented in logic programming by SLD resolution. Both rules are
based on the modus ponens inference rule. It is one of the two most commonly used
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methods of reasoning with inference rules and logical implications - the other is forward
chaining. Backward chaining systems usually employ a depth-first search strategy, e.g.
Prolog.

How it works

Backward chaining starts with a list of goals (or a hypothesis) and works backwards from
the consequent to the antecedent to see if there is data available that will support any of
these consequents. An inference engine using backward chaining would search the
inference rules until it finds one which has a consequent (Then clause) that matches a
desired goal. If the antecedent (If clause) of that rule is not known to be true, then it is
added to the list of goals (in order for one's goal to be confirmed one must also provide
data that confirms this new rule).

For example, suppose that the goal is to conclude the color of my pet Fritz, given that he
croaks and eats flies, and that the rule base contains the following four rules:

An Example of Backward Chaining.

An Example of Backward Chaining.

If X croaks and eats flies - Then X is a frog
If X chirps and sings - Then X is a canary
If X is a frog - Then X is green

If X is a canary - Then X is yellow

This rule base would be searched and the third and fourth rules would be selected, because
their consequents (Then Fritz is green, Then Fritz is yellow) match the goal (to determine
Fritz's color). It is not yet known that Fritz is a frog, so both the antecedents (If Fritz is a
frog, If Fritz is a canary) are added to the goal list. The rule base is again searched and this
time the first two rules are selected, because their consequents (Then X is a frog, Then X is
a canary) match the new goals that were just added to the list. The antecedent (If Fritz
croaks and eats flies) is known to be true and therefore it can be concluded that Fritz is a
frog, and not a canary. The goal of determining Fritz's color is now achieved (Fritz is green
if he is a frog, and yellow if he is a canary, but he is a frog since he croaks and eats flies;
therefore, Fritz is green).

Note that the goals always match the affirmed versions of the consequents of implications
(and not the negated versions as in modus tollens) and even then, their antecedents are
then considered as the new goals (and not the conclusions as in affirming the consequent)
which ultimately must match known facts (usually defined as consequents whose
antecedents are always true); thus, the inference rule which is used is modus ponens.

Because the list of goals determines which rules are selected and used, this method is called

goal-driven, in contrast to data-driven forward-chaining inference. The backward chaining
approach is often employed by expert systems.
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Programming languages such as Prolog, Knowledge Machine and ECLiPSe support
backward chaining within their inference engines.
Use by primates

Kanzi, a bonobo (pygmy chimpanzee, Pan paniscus) dramatically illustrated his use of this
strategy when he was being taught how to create stone tools by a human expert. Unable to
replicate the manipulations of the human expert, Kanzi eventually resorted to smashing
stones upon others, and simply selected shards with sharp edges, in order to produce his
stone tools.

Forward chaining

Forward chaining is one of the two main methods of reasoning when using inference rules
(in artificial intelligence) and can be described logically as repeated application of modus
ponens. Forward chaining is a popular implementation strategy for expert systems,
business and production rule systems. The opposite of forward chaining is backward
chaining.

Forward chaining starts with the available data and uses inference rules to extract more
data (from an end user for example) until a goal is reached. An inference engine using
forward chaining searches the inference rules until it finds one where the antecedent (If
clause) is known to be true. When found it can conclude, or infer, the consequent (Then
clause), resulting in the addition of new information to its data.

Inference engines will iterate through this process until a goal is reached.

For example, suppose that the goal is to conclude the color of a pet named Fritz, given that
he croaks and eats flies, and that the rule base contains the following four rules:

If X croaks and eats flies - Then X is a frog
If X chirps and sings - Then X is a canary
If Xis a frog - Then X is green

If X is a canary - Then X is yellow

This rule base would be searched and the first rule would be selected, because its
antecedent (If Fritz croaks and eats flies) matches our data. Now the consequents (Then X
is a frog) is added to the data. The rule base is again searched and this time the third rule is
selected, because its antecedent (If Fritz is a frog) matches our data that was just
confirmed. Now the new consequent (Then Fritz is green) is added to our data. Nothing
more can be inferred from this information, but we have now accomplished our goal of
determining the color of Fritz.

Because the data determines which rules are selected and used, this method is called data-

driven, in contrast to goal-driven backward chaining inference. The forward chaining
approach is often employed by expert systems, such as CLIPS.
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One of the advantages of forward-chaining over backward-chaining is that the reception of
new data can trigger new inferences, which makes the engine better suited to dynamic
situations in which conditions are likely to change.

Divide and conquer algorithm

In computer science, divide and conquer (D&C) is an important algorithm design paradigm
based on multi-branched recursion. A divide and conquer algorithm works by recursively
breaking down a problem into two or more sub-problems of the same (or related) type,
until these become simple enough to be solved directly. The solutions to the sub-problems
are then combined to give a solution to the original problem.

This technique is the basis of efficient algorithms for all kinds of problems, such as sorting
(e.g., quicksort, merge sort), multiplying large numbers (e.g. Karatsuba), syntactic analysis
(e.g., top-down parsers), and computing the discrete Fourier transform (FFTs).

On the other hand, the ability to understand and design D&C algorithms is a skill that takes
time to master. As when proving a theorem by induction, it is often necessary to replace the
original problem by a more general or complicated problem in order to get the recursion
going, and there is no systematic method for finding the proper generalization.

The name "divide and conquer” is sometimes applied also to algorithms that reduce each
problem to only one subproblem, such as the binary search algorithm for finding a record
in a sorted list (or its analog in numerical computing, the bisection algorithm for root
finding). These algorithms can be implemented more efficiently than general divide-and-
conquer algorithms; in particular, if they use tail recursion, they can be converted into
simple loops. Under this broad definition, however, every algorithm that uses recursion or
loops could be regarded as a "divide and conquer algorithm". Therefore, some authors
consider that the name "divide and conquer” should be used only when each problem may
generate two or more subproblems. The name decrease and conquer has been proposed
instead for the single-subproblem class.

Six Thinking Hats

The de Bono Hats system (also known as "Six Hats" or "Six Thinking Hats") is a thinking
tool for group discussion and individual thinking. Combined with the idea of parallel
thinking which is associated with it, it provides a means for groups to think together more
effectively, and a means to plan thinking processes in a detailed and cohesive way. The
method is attributed to Dr. Edward de Bono and is the subject of his book, Six Thinking
Hats.

The paternity of this method is disputed by the School of Thinking.
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The method is finding some use in the UK innovation sector, is offered by some facilitation
companies and has been trialled within the UK civil service.

Underlying principles

The premise of the method is that the human brain thinks in a number of distinct ways
which can be identified, deliberately accessed and hence planned for use in a structured
way allowing one to develop strategies for thinking about particular issues. Dr de Bono
identifies six distinct states in which the brain can be "sensitised". In each of these states
the brain will identify and bring into conscious thought certain aspects of issues being
considered (e.g. gut instinct, pessimistic judgment, neutral facts).

A compelling example presented is sensitivity to "mismatch" stimuli. This is presented as a
valuable survival instinct, because, in the natural world, the thing that is out of the ordinary
may well be dangerous. This state is identified as the root of negative judgment and critical
thinking.

Six distinct states are identified and assigned a color:

* Information: (White) - considering purely what information is available, what are
the facts?

* Emotions (Red) - instinctive gut reaction or statements of emotional feeling (but
not any justification)

= Bad points judgment (Black) - logic applied to identifying flaws or barriers,
seeking mismatch

* Good points judgment (Yellow) - logic applied to identifying benefits, seeking
harmony

= (Creativity (Green) - statements of provocation and investigation, seeing where a
thought goes

» Thinking (Blue) - thinking about thinking

Coloured hats are used as metaphors for each state. Switching to a state is symbolized by
the act of putting on a coloured hat, either literally or metaphorically. These metaphors
allow for more complete and elaborate segregation of the states than the preconceptions
inherent in people's current language. All of these thinking hats help for thinking more
deeply. The six thinking hats indicate problems and solutions about an idea or a product
you might come up with. Furthermore, Dr de Bono asserts that these states are associated
with distinct chemical states of the brain — however, no details or evidence of this are
presented.

Parallel thinking
In ordinary, unstructured thinking this process is unfocussed; the thinker leaps from

critical thinking to neutrality to optimism and so on without structure or strategy. The Six
Thinking Hats process attempts to introduce parallel thinking.
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Many individuals are used to this and develop their own habits unconsciously. Sometimes
these are effective, other times not. What is certain is that when thinking in a group these
individual strategies will not tend to converge. As a result, discussion will tend not to
converge. Due to the power of the ego and the identified predilection to black hat thinking
in the majority of western culture, this can lead to very destructive meetings. Even with
good courtesy and clear shared objectives in any collaborative thinking activity there is a
natural tendency for "spaghetti thinking" where one person is thinking about the benefits
while another considers the facts and so on. The hats allow this to be avoided so that
everyone together considers the problems, or the benefits, or the facts, reducing
distractions and supporting cross pollination of thought. This is achieved because everyone
will put on one hat, e.g.,, the white hat, together, then they will all put on the next hat
together. In this way all present think in the same way at the same time. The only exception
is the facilitator, who will tend to keep the blue hat on all the time to make sure things
progress effectively. The blue hat tends to be the outward-looking, leader/trail blazing hat
that attracts the leaders of all groups.

Strategies and Programs

Having identified the six states that can be accessed, distinct programs can be created.
These are sequences of hats which encompass and structure the thinking process toward a
distinct goal. A number of these are included in the materials provided to support the
franchised training of the six hats method; however it is often necessary to adapt them to
suit an individual purpose. Also, programs are often "emergent”, which is to say that the
group might plan the first few hats then the facilitator will see what seems to be the right
way to go.

Sequences always begin and end with a blue hat; the group agrees together how they will
think, then they do the thinking, then they evaluate the outcomes of that thinking and what
they should do next. Sequences (and indeed hats) may be used by individuals working
alone or in groups.

Example programs

= |nitial Ideas - Blue, White, Green

= Choosing between alternatives - Blue, White, Green, Yellow, Black, Red

= Identifying Solutions - Blue, White, Black, Green

® Quick Feedback - Blue, Black, Green, White

= Strategic Planning - Blue, Yellow, Black, White

* Process Improvement - Blue, White, (Other peoples views) Yellow, Black, Green, Red
= Solving Problems - Blue, White, Green, Red, Yellow, Black

=  Performance Review - Blue, Red, White, Yellow, Black, Green

Types of hat

Included below is a brief description of each of the hats and the thinking processes that
they represent. Their use is illustrated by examples from a typical commercial environment
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and also through the analysis of a simple classroom issue - "Students are talking while their
teacher is talking".

White hat - Facts & Information

Participants make statements of fact, including identifying information that is absent and
presenting the views of people who are not present in a factual manner. In many thinking
sessions this occurs immediately after an initial blue hat, and is often an extended action
with participants presenting details about their organization and the background to the
purpose of the thinking session. The key information that represents the inputs to the
session are presented and discussed. Key absences of information (i.e. information needs)
can also be identified at this point.

Commercial examples are:

Total sales of this product are €x p.a.

Our sales data are two years old

Energy efficiency legislation is expected to impact our ability to run our business in the
next five years

The number of elderly people in Europe is increasing

Examples in the referenced article are:

Students are talking while the teacher is talking

There is noise and therefore other students are distracted and can’t hear the teacher
Students don’t know what to do once instructions are given

Many students become distracted and off task resulting in the failure to complete work
Students are not understanding the focused lecture due to lack of concentration

Red hat - Feelings & Emotions

Participants state their feelings, exercising their gut instincts. In many cases this is a
method for harvesting ideas - it is not a question of recording statements, but rather getting
everyone to identify their top two or three choices from a list of ideas or items identified
under another hat. This is done to help reduce lists of many options into a few to focus on
by allowing each participant to vote for the ones they prefer. It is applied more quickly than
the other hats to ensure it is a gut reaction feeling that is recorded. This method can use
post-it notes to allow a quick system of voting, and creates a clear visual cue that creates
rapid if incomplete agreement around an issue.

Alternatively it may be used to state ones gut reaction or feelings on an issue under
discussion - this is more common when using the hats to review personal progress or deal

with issues where there is high emotional content that is relevant to discussion.

Finally this hat can be used to request an aesthetic response to a particular design or
object.
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Commercial examples are:

['m enthusiastic about getting involved in selling!

That role in the company doesn't appeal to me.

I'd like to do that but I feel uncertain about it.

['m frustrated that we have let the situation get this bad!

Examples from the referenced article are:

The teacher feels offended

Students become frustrated because they can’t hear directions
Those talking enjoy joking around and being heard.

It represents emotional thinking of a person.

Black hat - Being Cautious

Participants identify barriers, hazards, risks and other negative connotations. This is
critical thinking, looking for problems and mismatches. This hat is usually natural for
people to use, the issues with it are that people will tend to use it when it is not requested
and when it is not appropriate, thus stopping the flow of others. Preventing inappropriate
use of the black hat is a common obstacle and vital step to effective group thinking. Another
difficulty faced is that some people will naturally start to look for the solutions to raised
problems — they start practising green on black thinking before it is requested.

Commercial examples are:

We will be facing strong competition in that market

What if we cannot get enough capital together to support the investment?
We might not be able to make it cheaply enough for our customers to buy it
There will be too much political opposition to this approach

There is a risk that new legislation will make this market unattractive

Examples from the referenced article are:

Time is wasted

Learning is compromised

Those speaking feel that black hat listeners do not respect them and do not wish to hear
what they are saying

Flow of discussion is less clear

Yellow hat - Being Positive and Optimistic
Participants identify benefits associated with an idea or issue. This is the opposite of black

hat thinking and looks for the reasons in favor of something. This is still a matter of
judgment - it is an analytical process, not just blind optimism. One is looking to create

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 110

justified statements in favor of the idea or issue. It is encapsulated by the idea of
"undecided positive" (whereas the black hat would be skeptical - "undecided negative").
The outputs may be statements of the benefits that could be created with a given idea, or
positive statements about the likelihood of achieving it, or identifying the key supports
available that will benefit this course of action

Commercial examples are:

That would be useful in market X

That would reduce the environmental impact of our activities
This approach will make our operations more efficient

We could use our existing distribution channels for this product

Examples from the referenced article are:

Everyone is able to say what is on their minds.

It can be fun.

Not only the ‘smart kids’ get to speak.

One doesn’t have to wait to share their ideas and therefore risk forgetting information.

Green hat - New Ideas

This is the hat of thinking new thoughts. It is based around the idea of provocation and
thinking for the sake of identifying new possibilities. Things are said for the sake of seeing
what they might mean, rather than to form a judgement. This is often carried out on black
hat statements in order to identify how to get past the barriers or failings identified there
(green on black thinking). Because green hat thinking covers the full spectrum of creativity,
it can take many forms.

Commercial examples are:

What if we provided it for free?

Could we achieve it using technology X instead?

If we extended the course by half a day it would really help people understand
How would someone from profession X view this

Fish (green hat thinking can include random word stimulus methods)

Examples from the referenced article are:

Teacher will be more aware about the amount of time they spend talking

Teacher will try to incorporate interaction from a variety of different students rather
than just the ‘smart kids’

Students will resist the urge to say whatever is on their mind. They will think about what
they have to say and whether it is relevant to the topic

Students will take into account whether their comment will interfere with other people's
learning

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 111

Students will think of new ways to communicate rather than talking in class, for example,
talk on Messenger
Students will be able to develop ideas as a result of being creative in class

Blue hat - The Big Picture

This is the hat under which all participants discuss the thinking process. The facilitator will
generally wear it throughout and each member of the team will put it on from time to time
to think about directing their work together. This hat should be used at the start and end of
each thinking session, to set objectives, to define the route to take to get to them, to
evaluate where the group has got to, and where the thinking process is going. Having a
facilitator maintain this role throughout helps ensure that the group remains focused on
task and improves their chances of achieving their objectives. The blue hat is also an
organization of thinking. What have we done so far? What can we do next?

Commercial examples are:

We'll follow this program of thinking to start the day - does everyone agree?

OK time to move on to some yellow hat thinking

Stop there - you are getting into debate. Lets do some black hat and surface all the issues
together first

I think we need to revisit our objectives, I'm not sure that they are right in light of our
work so far

Examples from the referenced article are:

Teacher learns that they need to monitor the amount of time that they spend talking
within the classroom

Teacher needs to involve all students within discussions

Teacher needs to recognize that some students need thinking time before responding.
Allowing these students time to compute solutions promotes wider participation and
increased learning

Students realize that their talking makes the speaker feel unappreciated and
disrespected

Students realize that their comments are jeopardizing the learning of other individuals

Students realize that talking out of time demonstrates a lack of self-discipline and that
not all comments require sharing

Application Method
Whilst the ideas of the hats themselves provide significant benefits, there is more to the six

hats method as applied within de Bono thinking systems and as trained under his franchise.
In particular the pace at which the hats are used is highly relevant.
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Typically in use a project will begin with an extended white hat action, as everyone gets "on
the same page" creating a shared vision of the issue being addressed. Thereafter each hat is
used for a few minutes at a time only, except the red hat which is limited to a very short 30
seconds or so to ensure that it is an instinctive gut reaction, rather than a form of
judgement. This pace is believed to have a positive impact on the thinking process, in
accordance with Malcolm Gladwell's theories on "blink" thinking.

This ensures that groups think together in a focused manner, staying on task, it also
ensures that they focus their efforts on the most important elements of any issue being
discussed. However, it also has the potential to create conflict if not well facilitated, since
people can feel "railroaded". To avoid this it is important to notice when there is any
significant difference of opinion on the thinking process or the area in which it should
focus.

Summary

Using a variety of approaches within thinking and problem solving allows the issue to be
addressed from a variety of angles, thus servicing the needs of all individuals concerned.
The thinking hats are useful for learners as they illustrate the need for individuals to
address problems from a variety of different angles. They also aid learners as they allow
the individual to recognize any deficiencies in the way that they approach problem solving,
thus allowing them to rectify such issues.

de Bono believed that the key to a successful use of the Six Think Hats methodology was
the deliberate focusing of the discussion on a particular approach as needed during the
meeting or collaboration session. For instance, a meeting may be called to review a
particular problem and to develop a solution for the problem. The Six Thinking Hats
method could then be used in a sequence to first of all explore the problem, then develop a
set of solutions, and to finally choose a solution through critical examination of the solution
set.

So the meeting may start with everyone assuming the Blue hat to discuss how the meeting
will be conducted and to develop the goals and objectives. The discussion may then move
to Red hat thinking in order to collect opinions and reactions to the problem. This phase
may also be used to develop constraints for the actual solution such as who will be affected
by the problem and/or solutions. Next the discussion may move to the (Yellow then) Green
hat in order to generate ideas and possible solutions. Next the discussion may move
between White hat thinking as part of developing information and Black hat thinking to
develop criticisms of the solution set.

Because everyone is focused on a particular approach at any one time, the group tends to
be more collaborative than if one person is reacting emotionally (Red hat) while another
person is trying to be objective (White hat) and still another person is being critical of the
points which emerge from the discussion (Black hat).
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LogoVisual thinking

LogoVisual thinking (also LogoVisual technology and LVT) is a practical methodology that
helps people think. It is used by management teams, project leaders, teachers and students
as a means of tapping the diversity of groups and enabling many people to participate in
effective thinking processes. It makes thinking visible and tactile by making ideas into
moveable objects displayed on writeable surfaces - for instance magnetic dry-wipe shapes
on whiteboards. Structured processes guide people’s thinking to achieve their intended
outcomes.

LVT is both an overall concept and a methodology. It developed out of structural
communication, systematics (the study of multi-term systems), and other work of ]. G.
Bennett in the 1960s, recent development being sponsored by Centre for Management
Creativity. As a general concept it covers the region of learning and communication in
which three modes of intelligence are combined for understanding: verbal, visual and
haptic. It is thus related to multiple intelligences. The structure of the process supports
metacognition.

Description

LVT evolved independently but in parallel with Tony Buzan’s mindmapping, Edward de
Bono’s lateral thinking, Japanese affinity diagrams, Robert Horn'’s visual language, Gabriele
Rico's 'clustering' and many other emergent trends from the 1960s onwards. It makes the
making of meaning the main focus of its technology. The technology extends verbal
expression to visual arrangement and brings into play physical manipulation of 'meaning
objects'. The haptic component of physical contact and action is a primary distinguishing
feature of LVT.

It emphasises the logos or meaning of words in statements that are 'molecules of meaning',
which can be understood autonomously and in combinations. Each molecule of meaning
(MM) exists on a separate object. MMs can be placed on a visual display and moved around
in relation to each other. Meaningful aggregates of MMs are replaced by higher order MMs.
Use of MMs distinguishes LVT from other current techniques of display such as
mindmapping because (a) MMs are statements and not single words (b) they are free to be
moved about and are not fixed in position (c) they can form into any kind of pattern and
not just hierarchical ones. In principle, every MM can be seen in the context of any of the
other MMs in a given set.

The technological freedom of MMs enables people to suspend collapse into set forms
and/or conclusions (convergent thinking), while providing structure to their explorations
(divergent thinking). A complex process of thinking by a group can easily be tracked and
recorded.
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LVT supports process of democracy because it enables people to think together. It
articulates thinking in a public shared space, in which structure is given equal attention to
content. It relates strongly to dialogue and can be called a 'technology of dialogue'.

There are five standard stages in the process.

» Focus - identifying a question or theme that provides a basis for a common act of
attention

= Gather - generating, articulating and displaying separate MMs as a relevant set as in
a gathering

= Organise - arranging and aggregating MMs to form (separate) higher order MMs

* [ntegrate - systematic or aesthetic unification of these MMs into a whole system

= Realise - creative or 'willed' outcome

LVT emphasises the importance of articulate statement. Each MM is symbolic of an
individual in a social setting, capable of finding many complex relations with other
individuals; rather than a 'thing' that has to be fixed into a mechanical order.

In the stage of Gathering, the assembly of MMs is deliberately chaotic. This allows for
complexity in aggregations.

In stage three, Organising can be of different kinds but in particular explore the tensions
between using prefigured forms - classifications, hierarchies, etc. - and allowing the MMs to
self-organise. The flexibility and range of Organise in LVT distinguishes it from the use of
set forms as in mindmapping. The capacity to insert, remove and rearrange MMs in
organising is a totally new dimension of thinking technology.

The fourth stage of Integrating draws on structural insights into complex texts, in
particular the principles of ring composition as discovered by the English anthropologist
Mary Douglas.

The stages move from contemplation to decision making.

The correctness of a divide and conquer algorithm is usually proved by mathematical
induction, and its computational cost is often determined by solving recurrence relations.
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Decision making: Part I

Decision making can be regarded as the mental processes (cognitive process) resulting in
the selection of a course of action among several alternative scenarios. Every decision
making process produces a final choice. The output can be an action or an opinion of
choice.

Overview

Human performance in decision terms has been the subject of active research from several
perspectives. From a psychological perspective, it is necessary to examine individual
decisions in the context of a set of needs, preferences an individual has and values they
seek. From a cognitive perspective, the decision making process must be regarded as a
continuous process integrated in the interaction with the environment. From a normative
perspective, the analysis of individual decisions is concerned with the logic of decision
making and rationality and the invariant choice it leads to.

Yet, at another level, it might be regarded as a problem solving activity which is terminated
when a satisfactory solution is reached. Therefore, decision making is a reasoning or
emotional process which can be rational or irrational, can be based on explicit assumptions
or tacit assumptions.

Logical decision making is an important part of all science-based professions, where
specialists apply their knowledge in a given area to making informed decisions. For
example, medical decision making often involves making a diagnosis and selecting an
appropriate treatment. Some research using naturalistic methods shows, however, that in
situations with higher time pressure, higher stakes, or increased ambiguities, experts use
intuitive decision making rather than structured approaches, following a recognition
primed decision approach to fit a set of indicators into the expert's experience and
immediately arrive at a satisfactory course of action without weighing alternatives. Recent
robust decision efforts have formally integrated uncertainty into the decision making
process. However, Decision Analysis, recognized and included uncertainties with a
structured and rationally justifiable method of decision making since its conception in
1964.

A major part of decision making involves the analysis of a finite set of alternatives
described in terms of some evaluative criteria. These criteria may be benefit or cost in
nature. Then the problem might be to rank these alternatives in terms of how attractive
they are to the decision maker(s) when all the criteria are considered simultaneously.
Another goal might be to just find the best alternative or to determine the relative total
priority of each alternative (for instance, if alternatives represent projects competing for
funds) when all the criteria are considered simultaneously. Solving such problems is the
focus of multi-criteria decision analysis (MCDA) also known as multi-criteria decision
making (MCDM). This area of decision making, although it is very old and has attracted the
interest of many researchers and practitioners, is still highly debated as there are many
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MCDA / MCDM methods which may yield very different results when they are applied on
exactly the same data. This leads to the formulation of a decision making paradox.

Problem Analysis vs Decision Making

It is important to differentiate between problem analysis and decision making. The
concepts are completely separate from one another. Problem analysis must be done first,
then the information gathered in that process may be used towards decision making.

Problem Analysis

 Analyze performance, what should the results be against what they actually are

* Problems are merely deviations from performance standards

» Problem must be precisely identified and described

* Problems are caused by some change from a distinctive feature

e Something can always be used to distinguish between what has and hasn't been effected
by a cause

e Causes to problems can be deducted from relevant changes found in analyzing the
problem

» Most likely cause to a problem is the one that exactly explains all the facts

Decision Making

 Objectives must first be established

 Objectives must be classified and placed in order of importance

e Alternative actions must be developed

e The alternative must be evaluated against all the objectives

 The alternative that is able to achieve all the objectives is the tentative decision

» The tentative decision is evaluated for more possible consequences

e The decisive actions are taken, and additional actions are taken to prevent any adverse
consequences from becoming problems and starting both systems (problem analysis and
decision making) all over again

e There are steps that are generally followed that result in a decision model that can be
used to determine an optimal production plan.

Everyday techniques
Some of the decision making techniques people use in everyday life include:

* Pros and Cons: Listing the advantages and disadvantages of each option,
popularized by Plato and Benjamin Franklin

= Simple Prioritization: Choosing the alternative with the highest probability-
weighted utility for each alternative (see Decision Analysis)

= Satisficing: using the first acceptable option found

= Acquiesce to a person in authority or an "expert", just following orders
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» Flipism: Flipping a coin, cutting a deck of playing cards, and other random or
coincidence methods
= Prayer, tarot cards, astrology, augurs, revelation, or other forms of divination

Decision-Making Stages

Developed by B. Aubrey Fisher, there are four stages that should be involved in all group
decision making. These stages, or sometimes called phases, are important for the decision-
making process to begin

= Orientation stage- This phase is where members meet for the first time and start to
get to know each other.

= Conflict stage- Once group members become familiar with each other, disputes, little
fights and arguments occur. Group members eventually work it out.

= Emergence stage- The group begins to clear up vague opinions by talking about
them.

= Reinforcement stage- Members finally make a decision, while justifying themselves
that it was the right decision.

Decision-Making Steps

When in an organization and faced with a difficult decision, there are several steps one can
take to ensure the best possible solutions will be decided. These steps are put into seven
effective ways to go about this decision making process (McMahon 2007).

= The first step - Outline your goal and outcome. This will enable decision makers to
see exactly what they are trying to accomplish and keep them on a specific path.

= The second step - Gather data. This will help decision makers have actual evidence
to help them come up with a solution.

= The third step - Brainstorm to develop alternatives. Coming up with more than one
solution ables you to see which one can actually work.

* The fourth step - List pros and cons of each alternative. With the list of pros and
cons, you can eliminate the solutions that have more cons than pros, making your
decision easier.

= The fifth step - Make the decision. Once you analyze each solution, you should pick

the one that has many pros (or the pros that are most significant), and is a solution
that everyone can agree with.
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= The sixth step - Immediately take action. Once the decision is picked, you should
implement it right away.

= The seventh step - Learn from, and reflect on the decision making. This step allows
you to see what you did right and wrong when coming up, and putting the decision
to use.

Cognitive and personal biases

Biases can creep into our decision making processes. Many different people have made a
decision about the same question (e.g. "Should I have a doctor look at this troubling breast
cancer symptom ['ve discovered?" "Why did I ignore the evidence that the project was
going over budget?") and then craft potential cognitive interventions aimed at improving
decision making outcomes.

Below is a list of some of the more commonly debated cognitive biases.

= Selective search for evidence (a.k.a. Confirmation bias in psychology) (Scott Plous,
1993) - We tend to be willing to gather facts that support certain conclusions but
disregard other facts that support different conclusions. Individuals who are highly
defensive in this manner show significantly greater left prefrontal cortex activity as
measured by EEG than do less defensive individuals.

* Premature termination of search for evidence - We tend to accept the first
alternative that looks like it might work.

» Inertia - Unwillingness to change thought patterns that we have used in the past in
the face of new circumstances.

= Selective perception - We actively screen-out information that we do not think is
important. (See prejudice.) In one demonstration of this effect, discounting of
arguments with which one disagrees (by judging them as untrue or irrelevant) was
decreased by selective activation of right prefrontal cortex.

= Wishful thinking or optimism bias - We tend to want to see things in a positive light
and this can distort our perception and thinking.

* Choice-supportive bias occurs when we distort our memories of chosen and
rejected options to make the chosen options seem more attractive.

= Recency - We tend to place more attention on more recent information and either
ignore or forget more distant information. (See semantic priming.) The opposite
effect in the first set of data or other information is termed Primacy effect (Plous,
1993).

= Repetition bias - A willingness to believe what we have been told most often and by
the greatest number of different sources.

* Anchoring and adjustment - Decisions are unduly influenced by initial information
that shapes our view of subsequent information.

» Group think - Peer pressure to conform to the opinions held by the group.

= Source credibility bias - We reject something if we have a bias against the person,
organization, or group to which the person belongs: We are inclined to accept a
statement by someone we like. (See prejudice.)

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 119

= Incremental decision making and escalating commitment - We look at a decision as
a small step in a process and this tends to perpetuate a series of similar decisions.
This can be contrasted with zero-based decision making. (See slippery slope.)

= Attribution asymmetry - We tend to attribute our success to our abilities and
talents, but we attribute our failures to bad luck and external factors. We attribute
other's success to good luck, and their failures to their mistakes.

= Role fulfillment (Self Fulfilling Prophecy) - We conform to the decision making
expectations that others have of someone in our position.

» Underestimating uncertainty and the illusion of control - We tend to underestimate
future uncertainty because we tend to believe we have more control over events
than we really do. We believe we have control to minimize potential problems in our
decisions.

Reference class forecasting was developed to eliminate or reduce cognitive biases in
decision making.

Post decision analysis

Evaluation and analysis of past decisions is complementary to decision making; see also
mental accounting,.

Cognitive styles
Influence of Briggs Myers type

According to behavioralist Isabel Briggs Myers, a person's decision making process
depends to a significant degree on their cognitive style. Myers developed a set of four bi-
polar dimensions, called the Myers-Briggs Type Indicator (MBTI). The terminal points on
these dimensions are: thinking and feeling; extroversion and introversion; judgment and
perception; and sensing and intuition. She claimed that a person's decision making style
correlates well with how they score on these four dimensions. For example, someone who
scored near the thinking, extroversion, sensing, and judgment ends of the dimensions
would tend to have a logical, analytical, objective, critical, and empirical decision making
style. However, some psychologists say that the MBTI lacks reliability and validity and is
poorly constructed.

Other studies suggest that these national or cross-cultural differences exist across entire
societies. For example, Maris Martinsons has found that American, Japanese and Chinese
business leaders each exhibit a distinctive national style of decision making.

Optimizing vs. satisficing
Herbert Simon coined the phrase "bounded rationality” to express the idea that human
decision-making is limited by available information, available time, and the information-

processing ability of the mind. Simon also defined two cognitive styles: maximizers try to
make an optimal decision, whereas satisficers simply try to find a solution that is "good

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 120

enough"”. Maximizers tend to take longer making decisions due to the need to maximize
performance across all variables and make tradeoffs carefully; they also tend to more often
regret their decisions (perhaps because they are more able than satisficers to recognise
that a decision turned out to be sub-optimal).

Combinatoral vs. positional

Styles and methods - of decision —making were elaborated by the founder of
Predispositioning Theory, Aron Katsenelinboigen. In his analysis on styles and methods
Katsenelinboigen referred to the game of chess, saying that “chess does disclose various
methods of operation, notably the creation of predisposition—methods which may be
applicable to other, more complex systems.”

In his book Katsenelinboigen states that apart from the methods (reactive and selective)
and sub-methods (randomization, predispositioning, programming), there are two major
styles - positional and combinational. Both styles are utilized in the game of chess.
According to Katsenelinboigen, the two styles reflect two basic approaches to the
uncertainty: deterministic (combinational style) and indeterministic (positional style).
Katsenelinboigen'’s definition of the two styles are the following.

The combinational style is characterized by

= avery narrow, clearly defined, primarily material goal, and
= aprogram that links the initial position with the final outcome.

In defining the combinational style in chess, Katsenelinboigen writes:

The combinational style features a clearly formulated limited objective, namely the capture
of material (the main constituent element of a chess position). The objective is
implemented via a well-defined and in some cases in a unique sequence of moves aimed at
reaching the set goal. As a rule, this sequence leaves no options for the opponent. Finding a
combinational objective allows the player to focus all his energies on efficient execution,
that is, the player’s analysis may be limited to the pieces directly partaking in the
combination. This approach is the crux of the combination and the combinational style of

play.
The positional style is distinguished by

= apositional goal and
= aformation of semi-complete linkages between the initial step and final outcome.

“Unlike the combinational player, the positional player is occupied, first and foremost, with
the elaboration of the position that will allow him to develop in the unknown future. In
playing the positional style, the player must evaluate relational and material parameters as
independent variables. ( ... ) The positional style gives the player the opportunity to
develop a position until it becomes pregnant with a combination. However, the
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combination is not the final goal of the positional player—it helps him to achieve the
desirable, keeping in mind a predisposition for the future development. The Pyrrhic victory
is the best example of one’s inability to think positionally.”

The positional style serves to

a) create a predisposition to the future development of the position;
b) induce the environment in a certain way;

c) absorb an unexpected outcome in one’s favor;

d) avoid the negative aspects of unexpected outcomes.

The positional style gives the player the opportunity to develop a position until it becomes
pregnant with a combination. Katsenelinboigen writes:

“As the game progressed and defense became more sophisticated the combinational style
of play declined. . .. The positional style of chess does not eliminate the combinational one
with its attempt to see the entire program of action in advance. The positional style merely
prepares the transformation to a combination when the latter becomes feasible.”

Neuroscience perspective

The anterior cingulate cortex (ACC), orbitofrontal cortex (and the overlapping
ventromedial prefrontal cortex) are brain regions involved in decision making processes. A
recent neuroimaging study, found distinctive patterns of neural activation in these regions
depending on whether decisions were made on the basis of personal volition or following
directions from someone else. Patients with damage to the ventromedial prefrontal cortex
have difficulty making advantageous decisions.

A recent study involving Rhesus monkeys found that neurons in the parietal cortex not only
represent the formation of a decision but also signal the degree of certainty (or
"confidence") associated with the decision. Another recent study found that lesions to the
ACC in the macaque resulted in impaired decision making in the long run of reinforcement
guided tasks suggesting that the ACC may be involved in evaluating past reinforcement
information and guiding future action.

Emotion appears to aid the decision making process: Decision making often occurs in the
face of uncertainty about whether one's choices will lead to benefit or harm (see also Risk).
The somatic-marker hypothesis is a neurobiological theory of how decisions are made in
the face of uncertain outcome. This theory holds that such decisions are aided by emotions,
in the form of bodily states, that are elicited during the deliberation of future consequences
and that mark different options for behavior as being advantageous or disadvantageous.
This process involves an interplay between neural systems that elicit emotional/bodily
states and neural systems that map these emotional/bodily states.

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 122

Although it is unclear whether the studies generalize to all processing, there is evidence
that volitional movements are initiated, not by the conscious decision making self, but by
the subconscious. See the Neuroscience of free will.

Group decision making

Group decision making is a situation faced when people think or are brought together to
solve problems in the anticipation that they are more effective than individuals under the
idea of synergy. But cohesive groups display risky behavior in decision making situations
that led to the devotion of much effort, especially in the area of applied social sciences and
other relevant fields of specialization.

There are several aspects of group cohesion which have a negative effect on group decision
making and hence on group effectiveness. Risky-shift phenomenon, group polarisation, and
group-think are negative aspects of group decision making which have drawn attention.

Group-think is one of the most dangerous traps in our decision making. It's particularly
because it taps into our deep social identification mechanisms - everyone likes to feel part
of a group - and our avoidance of social challenges. But consensus without conflict almost
always means that other viewpoints are being ignored, and the consequences of group-
think can be disastrous.

Issues facing any work group concerning decision making are: how should decisions be
made? Consensus? Voting? One-person rule? Secret ballot? Consideration of the various
opinions of the different individuals and deciding what action a group should take might be
of help.

Formal Systems

Consensus decision-making tries to avoid "winners" and "losers". Consensus requires
that a majority approve a given course of action, but that the minority agree to go along
with the course of action. In other words, if the minority opposes the course of action,
consensus requires that the course of action be modified to remove objectionable features.

Voting-based methods

Range voting lets each member score one or more of the available options. The option

with the highest average is chosen. This method has experimentally been shown to produce
the lowest Bayesian regret among common voting methods, even when voters are

strategic.

Majority requires support from more than 50% of the members of the group. Thus, the
bar for action is lower than with unanimity and a group of “losers” is implicit to this rule.

Plurality, where the largest block in a group decides, even if it falls short of a majority.
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Delphi method is structured communication technique for groups, originally developed
for collaborative forecasting but has also been used for policy making

Dotmocracy is a facilitation method that relies on the use of special forms called
Dotmocracy Sheets to allow large groups to collectively brainstorm and recognize
agreement on an unlimited number of ideas they have authored.

Decision making in social setting

Decision making in groups is sometimes examined separately as process and outcome.
Process refers to the group interactions. Some relevant ideas include coalitions among
participants as well as influence and persuasion. The use of politics is often judged
negatively, but it is a useful way to approach problems when preferences among actors are
in conflict, when dependencies exist that cannot be avoided, when there are no super-
ordinate authorities, and when the technical or scientific merit of the options is ambiguous.

In addition to the different processes involved in making decisions, group decision support
systems (GDSS) may have different decision rules. A decision rule is the GDSS protocol a
group uses to choose among scenario planning alternatives.

Gathering involves all participants acknowledging each other's needs and opinions and
tends towards a problem solving approach in which as many needs and opinions as
possible can be satisfied. It allows for multiple outcomes and does not require agreement
from some for others to act.

Sub-committee involves assigning responsibility for evaluation of a decision to a sub-set
of a larger group, which then comes back to the larger group with recommendations for
action. Using a sub-committee is more common in larger governance groups, such as a
legislature. Sometimes a sub-committee includes those individuals most affected by a
decision, although at other times it is useful for the larger group to have a sub-committee
that involves more neutral participants.

Participatory, where each actor would have a say in decisions directly proportionate to
the degree that particular decision affects him or her. Those not affected by a decision
would have no say and those exclusively affected by a decision would have full say.
Likewise, those most affected would have the most say while those least affected would
have the least say.

Plurality and dictatorship are less desirable as decision rules because they do not require
the involvement of the broader group to determine a choice. Thus, they do not engender
commitment to the course of action chosen. An absence of commitment from individuals in
the group can be problematic during the implementation phase of a decision.

There are no perfect decision making rules. Depending on how the rules are implemented

in practice and the situation, all of these can lead to situations where either no decision is
made, or to situations where decisions made are inconsistent with one another over time.
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Moral dimension of decision making

The ethical principles of decision making vary considerably. Some common choices of
principles and the methods which seem to match them include:

the most powerful person/group decides
method: dictatorship or oligarchy

everyone participates in a certain class of meta-decisions
method: parliamentary democracy

everyone participates in every decision
direct democracy, consensus decision making

There are many decision making levels having a participation element. A common example
is that of institutions making decisions that affect those for whom they provide. In such
cases an understanding of what participation level is involved becomes crucial to
understand the process and power structures dynamics.

Control-Ethics: When organisations/institutions make decisions it is important to find the
balance between the parameters of control mechanisms and the ethical principles which
ensure 'best' outcome for individuals and communities affected by the decision. Controls
may be set by elements such as Legislation, historical precedents, available resources,
Standards, policies, procedures and practices. Ethical elements may include equity,
fairness, transparency, social justice, choice, least restrictive alternative, empowerment.

Empowerment is a person's way of expressing control.
Decision making in healthcare

In the health care field, the steps of making a decision may be remembered with the
mnemonic BRAND, which includes

= Benefits of the action

= Risksin the action

= Alternatives to the prospective action
* Nothing: that is, doing nothing at all

= Decision

Decision making in business and management

In general, business and management systems should be set up to allow decision making at
the lowest possible level.

Several decision making models or practices for business include:
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Analytic Hierarchy Process - widely-used procedure for group decision making
Buyer decision processes - transaction before, during, and after a purchase

Complex systems - common behavioural and structural features that can be
modelled

Corporate finance

The investment decision

The financing decision

The dividend decision

Working capital management decisions

Cost-benefit analysis - process of weighing the total expected costs vs. the total
expected benefits

Control-Ethics, a decision making framework that balances the tensions of
accountability and 'best’ outcome.

Decision trees

Decision analysis - the discipline devoted to prescriptive modeling for decision
making under conditions of uncertainty.

Program Evaluation and Review Technique (PERT)

critical path analysis

critical chain analysis

Force field analysis - analyzing forces that either drive or hinder movement toward
a goal

Game theory - the branch of mathematics that models decision strategies for
rational agents under conditions of competition, conflict and cooperation.

Grid Analysis - analysis done by comparing the weighted averages of ranked criteria
to options. A way of comparing both objective and subjective data.

Hope and fear (or colloquially greed and fear) as emotions that motivate business
and financial players, and often bear a higher weight that the rational analysis of
fundamentals, as discovered by neuroeconomics research

Linear programming - optimization problems in which the objective function and
the constraints are all linear

Min-max criterion

Model (economics)- theoretical construct of economic processes of variables and
their relationships

Monte Carlo method - class of computational algorithms for simulating systems
Morphological analysis - all possible solutions to a multi-dimensional problem
complex

optimization

constrained optimization

Paired Comparison Analysis - paired choice analysis

Pareto Analysis - selection of a limited of number of tasks that produce significant
overall effect

Robust decision or Robust decision making - method that supports selecting the
best possible choice when information is incomplete, uncertain, evolving, and
inconsistent
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= Satisficing - In decision-making, satisficing explains the tendency to select the first
option that meets a given need or select the option that seems to address most
needs rather than seeking the “optimal” solution.

= Scenario analysis - process of analyzing possible future events

= Six Thinking Hats - symbolic process for parallel thinking

= Strategic planning process - applying the objectives, SWOTSs, strategies, programs
process

= SWOT Analysis - Evaluation by the decision making individual or organization of
Strengths, Weaknesses, Opportunities and Threats with respect to desired end state
or objective.

= Trend following and other imitations of what other business deciders do, or of the
current fashions among consultants.

= The use of a Decision making software that provides group decision support.

Decision-makers and influencers

In the context of marketing, there is much theory, and even more opinion, expressed about
how the various 'decision-makers' and 'influencers' (those who can only influence, not
decide, the final decision) interact. Large purchasing decisions are frequently taken by
groups, rather than individuals, and the official buyer often does not have authority to
make the decision.

Decision Support Systems

The idea of using computerised support systems is discussed by James Reason under the
heading of intelligent decision support systems in his work on the topic of human error.
James Reason notes that events subsequent to The Three Mile accident have not inspired
great confidence in the efficacy of some of these methods. In the Davis-Besse accident, for
example, both independent safety parameter display systems were out of action before and
during the event.

Decision making software is essential for autonomous robots and for different forms of
active decision support for industrial operators, designers and managers.

Due to the large number of considerations involved in many decisions, computer-based
decision support systems (DSS) have been developed to assist decision makers in
considering the implications of various courses of thinking. They can help reduce the risk of
human errors. DSSs which try to realize some human/cognitive decision making functions
are called Intelligent Decision Support Systems (IDSS), see for ex. "An Approach to the
Intelligent Decision Advisor (IDA) for Emergency Managers, 1999". On the other hand, an
active/intelligent DSS is an important tool for the design of complex engineering systems
and the management of large technological and business projects, see also: "Decision
engineering, an approach to Business Process Reengineering (BPR) in a strained industrial
and business environment".
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Multi-criteria decision analysis

Multi-Criteria Decision Analysis (MCDA) or Multi-Criteria Decision Making (MCDM) is a
discipline aimed at supporting decision makers faced with making numerous and
sometimes conflicting evaluations. MCDA aims at highlighting these conflicts and deriving a
way to come to a compromise in a transparent process.

Background

Unlike methods that assume the availability of measurements, measurements in MCDA are
derived or interpreted subjectively as indicators of the strength of various preferences.
Preferences differ from decision maker to decision maker, so the outcome depends on who
is making the decision and what their goals and preferences are. For example, the
European Parliament may apply MCDA to help assess whether the introduction of software
patents in Europe would help or harm the European software industry. Since MCDA
involves a certain element of subjectiveness, the morals and ethics of the persons
implementing MCDA play a significant part in the accuracy and fairness of MCDA's
conclusions. The ethical point is very important when one is making a decision that
seriously impacts on other people, as opposed to a personal decision.

There are many MCDA / MCDM methods in use today. However, often different methods
may yield different results for exactly the same problem. In other words, when exactly the
same problem data are used with different MCDA / MCDM methods, such methods may
recommend different solutions even for very simple problems (i.e., ones with very few
alternatives and criteria). This raises the fundamental issues of how to evaluate and
compare various MCDA / MCDM methods. Choosing the best MCDA / MCDM method is
itself a multi-criteria decision making problem, in which the alternatives are the methods
themselves and the decision criteria are the various evaluative ways for comparing them.
Finding the best MCDA / MCDM method requires using the best MCDA / MCDM method on
this fundamental problem. This leads to a decision making paradox.

The choice of which model is most appropriate depends on the problem at hand and may
be to some extent dependent on which model the decision maker is most comfortable with.
A question with all the above methods, and also methods not included in this list or even
future methods, is how to assess their effectiveness. The role of rank reversals in decision
making when these methods are used on certain test problems, plays a crucial role in this
regard. However, this is a highly debatable issue as the near continuous emergence of new
methods indicates.

Classification
A classification is often made, based on the size of the set of strategies:

MADM (multi-attribute decision making), concerned with a finite set of alternatives. The
results can be expressed in the form of a selection of the most appropriate alternative, a
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ranking of the alternatives from the best to the worst or a classification into predefined
performance classes.

and

MODM (multi-objective decision making), concerned with choosing from a large, infinite,
or uncountable number of alternatives.

MCDA's are also often classified based upon the type of aggregation or the nature of the
input data.

Decision making paradox

People are fascinated by paradoxes as usually they express true statements or facts which,
however, defy common intuition.

This particular paradox relates to decision making and it was first identified by
Triantaphyllou and Mann in 1989. It was further elaborated in the book by Triantaphyllou
on multi-criteria decision making. Since then it has been recognized in the related
literature as a fundamental paradox in multi-criteria decision analysis (MCDA) / multi-
criteria decision making (MCDM), and decision analysis, in general. This paradox is related
to the quest for determining reliable decision making methods.

Description of this paradox

The realization for this paradox comes from the rather straightforward observation that
there are numerous decision making methods (both normative and descriptive) each one
of which claims to be the "best" one. Furthermore, often times these methods may yield
different results when they are fed with exactly the same decision problem and data.

Finding the best decision making method leads to the formulation of a decision problem
itself for which the alternatives are the decision making methods themselves. Naturally,
one needs to know the best method a-priori in order to select the best method from the
available ones.

In the study reported in and an interesting investigation was undertaken. Since in the
beginning it was assumed that the best method is not known, the problem of selecting the
best method was solved by successively using different methods. The methods used in that
study were the weighted sum model (WSM), the weighted product model (WPM), and two
variants of the analytic hierarchy process (AHP). It was found that when a method was
used, say method X (which is one of the previous four methods), the conclusion was that
another method was best (say, method Y). When method Y was used, then another method,
say method Z, was suggested as being the best one, and so on.
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Two evaluative criteria were used to formulate the previous decision making problem
(actually, an MCDM problem). The first criterion was based on the premise that a method
which claims to be accurate in multi-dimensional problems (for which different units of
measurement are used to describe the alternatives), should also be accurate in single-
dimensional problems. For such problems, the weighted sum model (WSM) is the widely
accepted approach, thus their results were compared with the ones derived from the WSM.
The second evaluative criterion was based on the following situation. Suppose some
alternatives are evaluated and one of them is returned as the best alternative (say
alternative A). Next, a non-optimal alternative (say alternative B) is replaced by a worse
one. Under normal conditions one should expect that the same alternative as before (i.e.,
alternative A) is the best alternative again. This is also known in the related literature as a
ranking reversal. However, this may not happen with some of the methods tested in those
experiments. For weights of these two evaluative criteria, all possible combinations were
considered such that their sum was always equal to 1.00.

Methods that have been verified to exhibit this paradox

The following is a partial list of multi-criteria decision making methods which have been
confirmed to exhibit this paradox:,

= The analytic hierarchy process (AHP) and some of its variants.
» The weighted product model (WPM).

= The ELECTRE (outranking) method and its variants.

= The TOPSIS method.

Looking into the future

Other methods have not been tested yet but it is very likely they may exhibit the same
phenomenon. Such methods include the following:

= The analytic network process (ANP).

= The PROMETHEE (outranking) method.

= Multi-attribute utility theory (MAUT).

* Dominance-based rough set approach (DRSA)

= Aggregated indices randomization method (AIRM)

* Nonstructural fuzzy decision support system (NSFDSS)

= (Grey relational analysis (GRA)

= Superiority and inferiority ranking method (SIR method)

= Potentially all pairwise rankings of all possible alternatives (PAPRIKA)
= Value analysis (VA)

What is the best decision making method has always been a highly contested subject. There
is always an ongoing debate on this subject. At the same time, a plethora of competing
methods exists. A key role in this quest is played by the study of rank reversals in decision
making.
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As stated earlier, it is not uncommon such methods to yield different results when they are
presented with exactly the same data. Thus, this decision making paradox is likely to
persist for many years to come.

Decision analysis

Decision Analysis (DA) is the discipline comprising the philosophy, theory, methodology,
and professional practice necessary to address important decisions in a formal manner.
Decision analysis includes many procedures, methods, and tools for identifying, clearly
representing, and formally assessing important aspects of a decision, for prescribing a
recommended course of action by applying the maximum expected utility action axiom to a
well-formed representation of the decision, and for translating the formal representation of
a decision and its corresponding recommendation into insight for the decision maker and
other stakeholders.

History and Methodology

The term decision analysis was coined in 1964 by Ronald A. Howard, who since then, as a
professor at Stanford University, has been instrumental in developing much of the practice
and professional application of DA.

Graphical representation of decision analysis problems commonly use influence diagrams
and decision trees. Both of these tools represent the alternatives available to the decision
maker, the uncertainty they face, and evaluation measures representing how well they
achieve their objectives in the final outcome. Uncertainties are represented through
probabilities and probability distributions. The decision maker's attitude to risk is
represented by utility functions and their attitude to trade-offs between conflicting
objectives can be made using multi-attribute value functions or multi-attribute utility
functions (if there is risk involved). In some cases, utility functions can be replaced by the
probability of achieving uncertain aspiration levels. Decision analysis advocates choosing
that decision whose consequences have the maximum expected utility (or which maximize
the probability of achieving the uncertain aspiration level). Such decision analytic methods
are used in a wide variety of fields, including business (planning, marketing, and
negotiation), environmental remediation, health care research and management, energy
exploration, litigation and dispute resolution, etc.

Decision analysis is used by major corporations to make multi-billion dollar capital
investments. In 2010, Chevron won the Decision Analysis Society Practice Award for its use
of decision analysis in all major decisions. In a video detailing Chevron's use of decision
analysis, Chevron Vice Chairman George Kirkland notes that "decision analysis is a part of
how Chevron does business for a simple, but powerful, reason: it works."

Controversy
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Decision researchers studying how individuals research decisions have found that decision
analysis is rarely used. High-stakes decisions, made under time pressure, are not well
described by decision analysis. Some decision analysts, in turn, argue that their approach is
prescriptive, providing a prescription of what actions to take based on sound logic, rather
than a descriptive approach, describing the flaws in the way people do make decisions.
Critics cite the phenomenon of paralysis by analysis as one possible consequence of over-
reliance on decision analysis in organizations.

Studies have demonstrated the utility of decision analysis in creating decision-making
algorithms that are superior to "unaided intuition".

Some areas within decision analysis deal with normative results that are provably optimal
for specific quantifiable decisions. For example, the optimal order scheduling in a
manufacturing facility or optimal hedging strategies are purely mathematical and their
results are necessarily provable. The term "decision analytic" has often been reserved for
decisions that do not appear to lend themselves to mathematical optimization methods.
Methods like applied information economics, however, attempt to apply more rigorous
quantitative methods even to these types of decisions.

Satisficing

Satisficing, a portmanteau "combining satisfy with suffice", is a decision-making strategy
that attempts to meet criteria for adequacy, rather than to identify an optimal solution. A
satisficing strategy may often be (near) optimal if the costs of the decision-making process
itself, such as the cost of obtaining complete information, are considered in the outcome
calculus.

The word satisfice was coined by Herbert Simon in 1956. He pointed out that human beings
lack the cognitive resources to maximize: we usually do not know the relevant probabilities
of outcomes, we can rarely evaluate all outcomes with sufficient precision, and our
memories are weak and unreliable. A more realistic approach to rationality takes into
account these limitations: This is called bounded rationality.

Some consequentialist theories in moral philosophy use the concept of satisficing in the
same sense, though most call for optimization instead.

Etymology

The word originated as an alternative spelling of the transitive verb "satisfy" in the 16th
Century (influenced by the Latin "satisfacére"). Use of the word in this sense had become
obsolete except in northern dialects of England when Simon reintroduced it as an

intransitive verb with its new meaning in the mid 20th Century.

Cybernetics and artificial intelligence
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In cybernetics, "satisficing is optimization where 'all' costs, including the cost of the
optimization calculations themselves and the cost of getting information for use in those
calculations, are considered."”

As a result, the eventual choice is usually sub-optimal in regard to the main goal of the
optimization, i.e., different from the optimum in the case that the costs of choosing are not
taken into account.

During a 1997 chess game against Deep Blue, Garry Kasparov, after being defeated in a
game where his computer opponent adopted a satisficing position, remarked that the
computer was "playing like a human." Kasparov later explained that, when playing
computers, chess masters could often defeat them by predicting the most "rational” move;
however, satisficing made such a prediction unreliable.

Decision making

In decision making, satisficing explains the tendency to select the first option that meets a
given need or select the option that seems to address most needs rather than the “optimal”
solution.

Example: A task is to sew a patch onto a pair of jeans. The best needle to do the threading
is a 4 inch long needle with a 3 millimeter eye. This needle is hidden in a haystack along
with 1000 other needles varying in size from 1 inch to 6 inches. Satisficing claims that the
first needle that can sew on the patch is the one that should be used. Spending time
searching for that one specific needle in the haystack is a waste of energy and resources.

Simon, as a further example, once explained satisficing to his students by describing a
mouse searching for cheese in a maze. The mouse might begin searching for a piece of
Gouda, but unable to find any would eventually be "satisfied" and could "suffice" with any
piece of cheese, such as cheddar.

Satisficing occurs in consensus building when the group looks towards a solution everyone
can agree on even if it may not be the best.

Example: A group spends hours projecting the next fiscal year's budget. After hours of
debating they eventually reach a consensus, only to have one person speak up and ask if
the projections are correct. When the group becomes upset at the question, it is not
because this person is wrong to ask, but rather because they have come up with a solution
that works. The projection may not be what will actually come, but the majority agrees on
one number and thus the projection is good enough to close the book on the budget.

In many circumstances, the individual may be uncertain about what constitutes a
satisfactory outcome. For example, an individual who only seeks a satisfactory retirement
income may not know what level of wealth is required—given uncertainty about future
prices—to ensure a satisfactory income. In this case, the individual can only evaluate
outcomes on the basis of their probability of being satisfactory.
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If the individual chooses that outcome which has the maximum chance of being
satisfactory, then this individual's behavior is theoretically indistinguishable from that of
an optimizing individual under certain conditions

Thus, from a decision theory point of view, the distinction between "optimizing" and
"satisficing" is essentially a stylistic issue (that can nevertheless be very important in
certain applications) rather than a substantive issue. What is important to determine is
what should be optimized and what should be satisficed.

The following quote from Jan Odhnoff's 1965 paper is appropriate:

In my opinion there is room for both 'optimizing' and 'satisficing' models in business
economics. Unfortunately, the difference between 'optimizing' and 'satisficing' is often
referred to as a difference in the quality of a certain choice. It is a triviality that an optimal
result in an optimization can be an unsatisfactory result in a satisficing model. The best
things would therefore be to avoid a general use of these two words.

More on the "satisficing" vs "optimizing" debate can be found in Byron's 2004 edited
collection of articles.

Economics

In economics, satisficing is a behavior which attempts to achieve at least some minimum
level of a particular variable, but which does not necessarily maximize its value. The most
common application of the concept in economics is in the behavioral theory of the firm,
which, unlike traditional accounts, postulates that producers treat profit not as a goal to be
maximized, but as a constraint. Under these theories, a critical level of profit must be
achieved by firms; thereafter, priority is attached to the attainment of other goals.

Survey taking

As an example of satisficing, in the field of social cognition, Jon Krosnick proposed a theory
of statistical survey satisficing which says that optimal question answering by a survey
respondent involves a great deal of cognitive work and that some people would use
satisficing to reduce that burden. Some people may shortcut their cognitive processes in
two ways:

= Weak satisficing: Respondent executes all cognitive steps involved in optimizing, but
less completely and with bias.

= Strong satisficing: Respondent offers responses that will seem reasonable to the
interviewer without any memory search or information integration.

Likelihood to satisfice is linked to respondent ability, respondent motivation and task
difficulty
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Regarding survey answers, satisficing manifests in:

» choosing explicitly offered no-opinion response option

= choosing socially desirable responses

* non-differentiation when a battery of questions asks for ratings of multiple objects
on the same response scale

= acquiescence response bias, which is the tendency to agree with any assertion,
regardless of its content

Flipism

Flipism, sometimes written as "Flippism", is a pseudophilosophy under which all decisions
are made by flipping a coin. It originally appeared in the Disney comic "Flip Decision" by
Carl Barks, published in 1953. Barks called a practitioner of "Flipism" a "Flippist" (with two
P's).

Flipism can be seen as a normative decision theory, although it does not fulfill the criteria
of rationality.

Origin

In the comic book, Donald Duck meets Professor Batty, who persuades Donald to make
decisions based on flipping a coin at every crossroad of life. "Life is but a gamble! Let
flipism chart your ramble!" Donald soon gets into trouble when following this advice. He
drives a one way road in the wrong direction and is fined $50. The reason for the fine is not
the bad driving but letting the coin do the thinking. Indeed, there are those who view the
resort to Flipism to be a disavowal of responsibility for making personal and societal
decisions based upon rationality. However, in the end, flipism shows surprising efficiency
in guiding some decisions.

Flipism in decision-making

Flipism is a normative decision theory in a sense that it prescribes how decisions should be
made. In the cartoon, flipism shows remarkable ability to make right conclusions without
any information - but only once in a while. Of course, in real life flipping a coin would only
lead to random decisions. However, there is an article about benefits of some randomness
in the decision-making process in certain conditions. It notes:

Though the author himself may have intended this as a rejection of the idea that
rationality (in the standard sense) has some special claim to superiority as a basis for
making decisions, what he may really have discovered are the potential benefits of strategic
commitment to randomization.
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Commitment to a non-trivial mixed strategy can be beneficial for the informed party in a
potential conflict under asymmetric information, as it allows the player to manipulate his
opponent’s beliefs in an optimal fashion. Such a strategy also makes the player less inclined
to enter into conflict when it is avoidable. Coins and "flipism" have been used to suggest
mathematical outcomes to a variation of the Prisoners Dilemma.

Another way of seeing the utility of flipism in decision-making can be called revealed
preferences. In the traditional form, revealed preferences mean that the preferences of
consumers can be revealed by their purchasing habits. With flipism, the preferences can be
revealed to the decision-maker herself. Decisions with conflicting preferences are
especially difficult even in situations where there is only one decision-maker and no
uncertainty. The decision options may be either all appealing or all unpleasant, and
therefore the decision-maker is unable to choose. Flipism, i.e., flipping a coin can be used to
find a solution. However, the decision-maker should not decide based on the coin but
instead observe her own feelings about the outcome; whether it was relieving or agonizing.
In this way, flipism removes the mental block related to the act of decision-making, and the
post-decision preferences can be revealed before the decision is actually made. An example
of revealed preferences is embodied in the Old Testament story, the Judgment of Solomon,
wherein King Solomon offered to resolve a child custody dispute by ordering the baby cut
in two, and upon seeing the reactions made an award.

Still a third approach is to look at flipism as the endpoint of a continuum bounded on the
other side by perfectly rational decision-making. Flipism requires the minimum possible
cognitive overhead to make decisions, at the price of making sub-optimized choices. Truly
rational decision-making requires a tremendous investment in information and cognition
to arrive at an optimum decision. However, the expected marginal value of information
gathered (discounted for risk and uncertainty) is often lower than the marginal cost of the
information or processing itself. The concept of bounded rationality posits that people
employ cognitive parsimony, gathering only what they expect to be sufficient information
to arrive at a satisfying (or "good enough") solution. Flipism is therefore a perfectly rational
strategy to employ when the cost of information is very high relative to its expected value.
Compare Motivated tactician.

This is a commonly recognized decision making technique used in everyday life. Other
methods include:

= listing advantages and disadvantages of each option (an informal form of decision
matrix);

= coin flipping, cutting a deck of playing cards, finding a quotation in a holy book,
consulting the Magic 8-ball, and other random or coincidence methods;

= accepting the first option that seems like it might achieve the desired result

= astrology, augury, fortune cookies, prayer, tarot cards, revelation, Methods of
divination or other forms of divination or oracular device.

Similar concepts
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Alternatively, dice or another random generator may be used for decision making.

In game theory, negotiations, nuclear deterrence, diplomacy and other Conflict theory -
rationality, realpolitik or realism can themselves limit strategies and results. They can limit
the ability of a player to make demands or get its own way through bluff, bully, instill fear,
cause apprehension, or psychologically manipulate or send a heeded warning—and
therefore can increase the likelihood that an opposing party may engage in objectionable or
unwelcome behavior. If one knows the lines and can predict the response, than
predictability and proportionality become a restraint, not a virtue. Consequently, 'taunting
a junkyard dog is OK, if you know you are beyond the reach of its tether.' Thus irrationality
(real or perceived) can be an important countervailing tool or strategy, particularly as a
deterrent and if it engenders hesitation, fear, negotiation and resolution, or change of
course. On the other hand, alternate strategies such as honesty, building a climate of trust,
respect, using intermediaries, mediation or other forms of conflict resolution, sanctions,
patience, process and reasoning might still be available, as might strategies like so-called
Win/win bargaining (also called "interest-based" bargaining) - which tries to reach an
accord based on interests, not necessarily on positions, power, rights or distribution.

In popular culture

» Joan Didion, in her 1979 New Journalism book The White Album, refers to herself as
having lived through the late 1960's by what she later realized was "dice theory", as
described by Charles Manson follower Linda Kasabian, who said "Everything was to
teach me something", and who, according to Didion, did not believe that chance was
without pattern.

* Arecord company named Flippist Records in Minneapolis, MN.

= The story Flip Decision has been a subject of a linguistic research about translations
from English to Finnish, and from English to the Helsinki dialect.

» Danish poet and scientist Piet Hein once wrote a poem—entitled A Psychological
Tip - describing the advantages of coin flipping in decision making.

= Some of the notable characters in fiction who practice flippism (to varying degrees)
include:

* The main character in the book The Dice Man by Luke Rhinehart (a.k.a author
George Cockcroft) and later novelsThe Search for the Dice Man, Adventures of Wim
and The Book of the Die.

= Jake Nyman, the protagonist of the film American Perfekt.

* The main antagonist, Anton Chigurh, in the novel No Country for Old Men and the
film.

= The Batman villain Harvey Dent (a.k.a Two-Face).

* Leela from the Futurama series.
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Attitude polarization

Attitude polarization, also known as belief polarization, is a phenomenon in which a
disagreement becomes more extreme as the different parties consider evidence on the
issue. It is one of the effects of confirmation bias: the tendency of people to search for and
interpret evidence selectively, to reinforce their current beliefs or attitudes. When people
encounter ambiguous evidence, this bias can potentially result in each of them interpreting
it as in support of their existing attitudes, widening rather than narrowing the
disagreement between them.

The effect is observed with issues that activate emotions, such as political "hot button"
issues. For most issues, new evidence does not produce a polarization effect. For those
issues where polarization is found, mere thinking about the issue, without contemplating
new evidence, produces the effect. Social comparison processes have also been invoked as
an explanation for the effect, which is increased by settings in which people repeat and
validate each other's statements. This apparent tendency is of interest to psychologists, but
also to sociologists and philosophers.

Psychological research

Since the late 1960s, psychologists have carried out a number of studies on various aspects
of attitude polarization.

The effects of prior theories on subsequently considered evidence

In 1979, Charles Lord, Lee Ross and Mark Lepper carried out an important piece of
research on attitude polarization. The researchers selected two groups of people; one
group was strongly in favor of capital punishment, the other group was strongly opposed to
capital punishment. The researchers began by measuring the strength with which people
held their particular position on the death penalty. Later, both the pro- and anti-capital
punishment people were put into small groups and shown one of two cards, each of which
had a statement about the results of a research project written on it. For example:

Kroner and Phillips (1977) compared murder rates for the year before and the year after
adoption of capital punishment in 14 states. In 11 of the 14 states, murder rates were lower
after adoption of the death penalty. This research supports the deterrent effect of the death
penalty.

or:

Palmer and Crandall (1977) compared murder rates in 10 pairs of neighboring states
with different capital punishment laws. In 8 of the 10 pairs, murder rates were higher in
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the state with capital punishment. This research opposes the deterrent effect of the death
penalty.

The researchers again asked people about the strength of their beliefs about the deterrence
effect of the death penalty, and, this time, also asked them about the effect that the research
had had on their attitudes.

In the next stage of the research, the participants were given more information about the
study described on the card they received, including details of the research, critiques of the
research, and the researchers' responses to those critiques. The participants' degree of
commitment to their original positions were re-measured, and the participants were asked
about the quality of the research and the effect the research information had on their
beliefs.

Finally, the trial was rerun on all the participants using a card that supported the opposite
position to that they had initially seen.

The researchers found that people tended to hold that research that agreed with their
original views had been better conducted and was more convincing than research that
conflicted with their original views. Whichever position they held initially, people tended to
hold that position more strongly after reading about research that supported their position.
Lord et al. point out that it is reasonable for people to be less critical of research that
supports their current position, but it seems less rational for people to significantly
increase the strength of their attitudes when they read supporting evidence. When people
had read both the research that supported their current views and the research that was
conflicted with their views, they tended to hold their original attitudes more strongly than
before they received that information.

Role of group membership

Social psychologists have carried out research on the effect of seeing oneself as part of a
group on one's attitude towards oneself, the group and positions supported or rejected by
that group. To briefly summarize, the research suggests that people are likely to accept the
position that they believe their group holds, even when they have only just been put into
the group and have yet to meet any of the other group members.

Illusory correlation

[llusory correlation is the phenomenon of seeing the relationship one expects in a set of
data even when no such relationship exists. When people form false associations between
membership in a statistical minority group and rare (typically negative) behaviors, this
would be a common example of illusory correlation. This happens because the variables
capture the attention simply because they are novel or deviant. This is one way stereotypes
form and endure. David Hamilton and Terrence Rose (1980) found that stereotypes can
lead people to expect certain groups and traits to fit together, and they overestimate the
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frequency of when these correlations actually occur. People overestimate the core
association between variables such as stereotyped groups and stereotypic behavior.

Chapman and Chapman (1971) studied the effect as it relates to psychodiagnostic signs.
Their study showed that although projective testing is not helpful in the diagnosis of
mental disorders, some psychologists continue to use such tests because of a perceived,
illusory, correlation between test results and certain attributes. An example of a projective
test is the "Draw a Person" test that asks patients to draw a person on a blank piece of
paper. Some psychologists believe in a correlation between drawing a person with big eyes
and paranoia. No such correlation exists, and when data that is deliberately uncorrelated is
presented to college students they find the same illusory correlations that psychologists
believe in.

This bias can be caused by, among other things, an event that stands out as unique. For
example, "The only time I forget my pencil is when we have a test". This is most likely an
illusory correlation. It could be caused by only a few other pencil-less tests, which stand out
particularly well in memory.

History

"[llusory correlation” was originally coined by Chapman (1967) to describe people's
tendencies to overestimate relationships between two groups when distinctive and
unusual information is presented. The concept was tested experimentally by David
Hamilton and Robert Gifford in 1976. Rupert Brown and Amanda Smith (1989) also tested
the hypothesis by conducting a study involving the academic staff at a British university.
The results revealed that the staff had overestimated the number of female seniority staff
and underestimated the number of male senior staff. This reflected that the academic staff
inaccurately viewed the relationship between gender and seniority, showing that illusory
correlations can exist in everyday situations.

Risen, Gilovich, & Dunning (2007) proposed in their research that a single distinct situation
is sufficient enough to create a stereotypical association between a minority group and
unusual behaviors. Risen asked research participants to read sentences that presented
both common and uncommon behaviors. An example of these behaviors involved
ownership of a pet sloth or something as simple as using a packet of ketchup. The results
from the studies revealed that when uncommon behaviors were read by the participants,
they took longer processing the information, gave more thought as to how the behavior
might apply to themselves, and were more likely to remember the behavior when
compared to reading about common behaviors.

Example
David Hamilton and Robert Gifford (1976) conducted a series of experiments that
demonstrated how stereotypic beliefs regarding minorities could derive from inaccurate

ideas from majority group members. To test their hypothesis, Hamilton and Gifford had
research participants read a series of 39 sentences, which were associated with either
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Group A or B. Abstract groups were used so no previous stereotypes would influence
results. Twenty-six out of the 39 sentences were associated with Group A, making it the
majority, and 13 were associated with Group B, making it the minority. Positive behaviors
were represented in 27 sentences and negative behaviors were described in 12. The
following table summarises the information given.

Behaviors Group A (Majority) Group B (Minority) Total
Desirable 18 (69%) 9 (69%) 27
Undesirable 8 (30%) 4 (30%) 12
Total 26 13 39

Each group had the same proportions of positive and negative behaviors, so there was no
real association between behaviors and group membership. Results of the study show that
positive, desirable behaviors were not seen as distinctive so people were accurate in their
associations. On the other hand, when distinctive, undesirable behaviors were represented
in the sentences, the participants overestimated how much the minority group exhibited
the behaviors.

Explanations

Most explanations for illusory correlation involve psychological heuristics: information
processing short-cuts that underlie many human judgments. One of these is availability: the
ease with which an idea comes to mind. Availability is often used to estimate how likely an
event is or how often it occurs. This can result in illusory correlation, because some
pairings can come easily and vividly to mind even though they are not especially frequent.
Representativeness is the degree of similarity between an individual and the most typical
example of a category. This heuristic has been shown to underlie many illusory
correlations: people may correlate sexually ambiguous interpretations of inkblots with
homosexuality because those judgements resemble their idea of a typical homosexual
person.

[llusory correlation can also be explained in terms of biases in hypothesis-testing behavior.
People tend to test hypotheses in a one-sided way, searching for evidence consistent with
their current hypothesis. A parallel effect occurs when people judge whether two events,
such as illness and bad weather, are correlated. They rely heavily on the number of cases
where the two go together: in this example, instances of both pain and bad weather. They
pay relatively little attention to the other kinds of observation (of no pain and/or good
weather).

Cognitive inertia

Cognitive inertia refers the tendency for beliefs or sets of beliefs to endure once formed. In
particular, cognitive inertia describes the human inclination to rely on familiar
assumptions and exhibit a reluctance and/or inability to revise those assumptions, even
when the evidence supporting them no longer exists or when other evidence would
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question their accuracy. The term is employed in the managerial and organizational
sciences to describe the commonly observed phenomenon whereby managers fail to
update and revise their understanding of a situation when that situation changes, a
phenomenon that acts as a psychological barrier to organizational change. The notion of
cognitive inertia is related to similar ideas in the fields of social psychology and behavioral
decision theory, including cognitive dissonance, belief perseverance, confirmation bias, and
escalation of commitment.

One example of cognitive inertia concerns managers at the Polaroid corporation, whose
belief that the company could not make money on hardware but only on consumables led
them to neglect the growth in digital imaging technologies; because the trend was denied
by the prevailing "mental model" of the business, the corporation failed to adapt effectively
to market changes.

Not all instances of cognitive inertia result in negative outcomes. Cognitive inertia is a key
component of love, trust, and friendship. For instance, if evidence showed that a friend was
dishonest, the cognitive inertia of the friendship would demand much more evidence to
form an opinion than that required to form an opinion of a stranger. In this fashion,
cognitive inertia provides an additional level of trust in a relationship.

Wishful thinking

Wishful thinking is the formation of beliefs and making decisions according to what might
be pleasing to imagine instead of by appealing to evidence, rationality or reality. Studies
have consistently shown that holding all else equal, subjects will predict positive outcomes
to be more likely than negative outcomes (see valence effect).

Donald Lambro described wishful thinking in terms of

“the fantasy cycle” ... a pattern that recurs in personal lives, in politics, in history - and in
storytelling. When we embark on a course of action which is unconsciously driven by
wishful thinking, all may seem to go well for a time, in what may be called the “dream
stage”. But because this make-believe can never be reconciled with reality, it leads to a
“frustration stage” as things start to go wrong, prompting a more determined effort to keep
the fantasy in being. As reality presses in, it leads to a “nightmare stage” as everything goes
wrong, culminating in an “explosion into reality”, when the fantasy finally falls apart.

Prominent examples of wishful thinking include:

Economist Irving Fisher said that "stock prices have reached what looks like a
permanently high plateau” a few weeks before the Stock Market Crash of 1929, which was
followed by the Great Depression.

President John F. Kennedy believed that, if overpowered by Cuban forces, the CIA-backed
rebels could "escape destruction by melting into the countryside" in the Bay of Pigs
Invasion.
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As a logical fallacy

In addition to being a cognitive bias and a poor way of making decisions, wishful thinking is
commonly held to be a specific logical fallacy in an argument when it is assumed that
because we wish something to be true or false that it is actually true or false. This fallacy
has the form "I wish that P is true/false, therefore P is true/false." Wishful thinking, if this
were true, would underlie appeals to emotion, and would also be a red herring.

The charge of "wishful thinking" itself can be a form of circumstantial ad hominem
argument, even a Bulverism.

Wishful thinking may cause blindness to unintended consequences.

Related fallacies are the negative proof and argument from ignorance fallacies ("It hasn't
been proven false, so it must be true." and vice versa). For instance, a believer in UFOs may
accept that most UFO photos are faked, but claim that the ones that haven't been debunked
must be considered genuine.

Methods to eliminate wishful thinking

Reference class forecasting was developed to eliminate or reduce the effects of wishful
thinking in decision making.

Optimism bias

Optimism bias is the demonstrated systematic tendency for people to be overly optimistic
about the outcome of planned actions. This includes over-estimating the likelihood of
positive events and under-estimating the likelihood of negative events. Along with the
illusion of control and illusory superiority, it is one of the positive illusions to which people
are generally susceptible. Excessive optimism can result in cost overruns, benefit shortfalls,
and delays when plans are implemented or expensive projects are built. In extreme cases
these can result in defeats in military conflicts, ultimate failure of a project or economic
bubbles such as market crashes.

Experimental demonstration

Armor and Taylor review a number of studies that have found optimism bias in different
kinds of judgment. These include:

= Second-year MBA students overestimated the number of job offers they would
receive and their starting salary.

= Students overestimated the scores they would achieve on exams.

= Almost all newlyweds in a US study expected their marriage to last a lifetime, even
while aware of the divorce statistics.

* Professional financial analysts consistently overestimated corporate earnings.
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= Most smokers believe they are less at risk of developing smoking-related diseases
than others who smoke.

Students in one study rated themselves as much less likely than their peers (students of the
same sex at the same college) to experience negative life events such as developing a
drinking problem, having a heart attack, being fired from a job, or divorcing a few years
after getting married. This effect, called unrealistic personal optimism, has been replicated
and extended in between-subject research. This research shows that optimistic bias is
more prevalent in people with greater left-prefrontal activation.

Optimism bias does not apply universally. For example, people overestimate their chances
of experiencing very rare events, including negative events.

Possible effects of overconfidence
Increased risk taking and insufficient preventive care

Optimism bias can induce people to underinvest in primary and preventive care and other
risk-reducing behaviors, such as abstinence from smoking. The overconfident may also
inadequately react to legal threats and incentives, undermining the deterrent effect of
liability rules.

Increased risk for financial problems

Overconfidence causes many people to grossly underestimate their odds of making a
payment late. Statistically, many people are quite likely to make at least one payment late
due to the normal range of difficulties and delays in day-to-day life. Overconfidence bias
causes these people to grossly underestimate the odds of this happening and therefore to
accept grossly punitive fees and rates (e.g., an interest rate of nearly 30% on a credit card
or similar line of credit) as a result of otherwise minor transgressions such as a late
payment. Companies have exploited this bias by increasing interest rates to punitive rates
for any late payment, even if it is to another creditor. Overconfidence bias makes these
terms more acceptable to borrowers than if they were accurately calibrated.

Overconfidence bias also causes many people to substantially underestimate the
probability of having serious financial or liquidity problems, such as from a sudden job loss
or severe illness. This can cause them to take on excessive debt under the expectation that
they will do better than average in the future and be readily able to pay it off.

Overconfidence, locus of control, and depression

Overconfidence bias may cause many people to overestimate their degree of control and
their odds of success. This may be protective against depression—since Seligman and
Maier's model of depression includes a sense of learned helplessness and loss of
predictability and control. Depressives tend to be more accurate and less overconfident in
their assessments of the probabilities of good and bad events occurring to others, but they
tend to overestimate the probability of bad events happening to them. This has caused
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some researchers to consider that overconfidence bias may be adaptive or protective in
some situations.

Optimism bias and planning

Optimism bias arises in relation to estimates of costs and benefits and duration of tasks. It
must be accounted for explicitly in appraisals if these are to be realistic. Optimism bias
typically results in cost overruns, benefit shortfalls, and delays when plans are
implemented.

The UK government explicitly acknowledges that optimism bias is a problem in planning
and budgeting and has developed measures for dealing with optimism bias in government
(HM Treasury 2003). The UK Department for Transport requires project planners to use
so-called optimism bias uplifts for large transport projects in order to arrive at accurate
budgets for planned ventures (Flyvbjerg and Cowi 2004).

In a debate in Harvard Business Review, between Daniel Kahneman, Dan Lovallo, and Bent
Flyvbjerg, Flyvbjerg (2003)—while acknowledging the existence of optimism bias—
pointed out that what appears to be optimism bias may actually be strategic
misrepresentation. Planners may deliberately underestimate costs and overestimate
benefits in order to get their projects approved, especially when projects are large and
when organizational and political pressures are high. Kahneman and Lovallo (2003)
maintained that optimism bias is the main problem.

Optimism bias and reference class forecasting

Reference class forecasting was developed to eliminate or reduce optimism bias in
forecasting, planning, and decision making.

Mechanisms

A brain-imaging study found that, when imagining negative future events, signals in the
amygdala, an emotion centre of the brain, are weaker than when remembering past
negative events. This weakened consideration of possible negative outcomes is one
possible mechanism for optimism bias. The activity of brain regions that are known to
malfunction in psychological depression also predict the optimism bias.

Planning fallacy

The planning fallacy is a tendency for people and organizations to underestimate how long
they will need to complete a task, even when they have past experience of similar tasks
over-running. The term was first proposed in a 1979 paper by Daniel Kahneman and Amos
Tversky. Since then the effect has been found for predictions of a wide variety of tasks,
including tax form completion, school work, furniture assembly, computer programming
and origami. The bias only affects predictions about one's own tasks; when uninvolved
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observers predict task completion times, they show a pessimistic bias, overestimating the
time taken. In 2003, Lovallo and Kahneman proposed an expanded definition as the
tendency to underestimate the time, costs, and risks of future actions and at the same time
overestimate the benefits of the same actions. According to this definition, the planning
fallacy results in not only time overruns, but also cost overruns and benefit shortfalls.

Demonstration

In a 1994 study, 37 psychology students were asked to estimate how long it would take to
finish their senior theses. The average estimate was 33.9 days. They also estimated how
long it would take "if everything went as well as it possibly could” (averaging 27.4 days)
and "if everything went as poorly as it possibly could" (averaging 48.6 days). The average
actual completion time was 55.5 days, with only about 30% of the students completing
their thesis in the amount of time they predicted.

Another study asked students to estimate when they would complete their personal
academic projects. Specifically, the researchers asked for estimated times by which the
students thought it was 50%, 75%, and 99% probable their personal projects would be
done.

13% of subjects finished their project by the time they had assigned a 50% probability
level;

19% finished by the time assigned a 75% probability level;

45% finished by the time of their 99% probability level.

A survey of Canadian tax payers, published in 1997, found that they mailed in their tax
forms about a week later than they predicted. They had no misconceptions about their past
record of getting forms mailed in, but expected that they would get it done more quickly
next time. This illustrates a defining feature of the planning fallacy; that people recognise
that their past predictions have been over-optimistic, while insisting that their current
predictions are realistic.

Explanations

Kahneman and Tversky's original explanation for the fallacy was that planners focus on the
most optimistic scenario for the task, rather than using their full experience of how much
time similar tasks require. One explanation offered by Roger Buehler and colleagues is
wishful thinking; in other words, people think tasks will be finished quickly and easily
because that is what they want to be the case. In a different paper, Buehler and colleagues
suggest an explanation in terms of the self-serving bias in how people interpret their past
performance. By taking credit for tasks that went well but blaming delays on outside
influences, people can discount past evidence of how long a task should take. One
experiment found that when people made their predictions anonymously, they do not show
the optimistic bias. This suggests that the people make optimistic estimates so as to create
a favorable impression with others.
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Some[who?] have attempted to explain the planning fallacy in terms of impression
management theory.

One explanation, focalism, may account for the mental discounting of off-project risks.
People formulating the plan may eliminate factors they perceive to lie outside the specifics
of the project. Additionally, they may discount multiple improbable high-impact risks
because each one is so unlikely to happen.

Planners tend to focus on the project and underestimate time for sickness, vacation,
meetings, and other "overhead" tasks. Planners also tend not to plan projects to a detail
level that allows estimation of individual tasks, like placing one brick in one wall; this
enhances optimism bias and prohibits use of actual metrics, like timing the placing of an
average brick and multiplying by the number of bricks. Complex projects that lack
immutable goals are also subject to mission creep, scope creep, and featuritis. As described
by Fred Brooks in The Mythical Man-Month, adding new personnel to an already-late
project incurs a variety of risks and overhead costs that tend to make it even later; this is
known as Brooks's law.

Another possible explanation is the "authorization imperative": Much of project planning
takes place in a context where financial approval is needed to proceed with the project. And
the planner often has a stake in getting the project approved. This dynamic may lead to a
tendency on the part of the planner to deliberately underestimate the project effort
required. It is easier to get forgiveness (for overruns) than permission (to commence the
project if a realistic effort estimate were provided.) Such deliberate underestimation has
been named strategic misrepresentation.

Methods to curb the planning fallacy

Daniel Kahneman, Amos Tversky, and Bent Flyvbjerg developed reference class forecasting
to eliminate or reduce the effects of the planning fallacy in decision making.

Anchoring

Anchoring or focalism is a cognitive bias that describes the common human tendency to
rely too heavily, or "anchor," on one trait or piece of information when making decisions.

Background

During normal decision-making, anchoring occurs when individuals overly rely on a
specific piece of information to govern their thought-process. Once the anchor is set, there
is a bias toward adjusting or interpreting other information to reflect the "anchored”
information. Through this cognitive bias, the first information learned about a subject (or,
more generally, information learned at an early age) can affect future decision-making and
information analysis.
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For example, as a person looks to buy a used car, he or she may focus excessively on the
odometer reading and model year of the car, and use those criteria as a basis for evaluating
the value of the car, rather than considering how well the engine or the transmission is
maintained.

Focusing effect

The focusing effect (or focusing illusion) is a cognitive bias that occurs when people place
too much importance on one aspect of an event, causing an error in accurately predicting
the utility of a future outcome.

People focus on notable differences, excluding those that are less conspicuous, when
making predictions about happiness or convenience. For example, when people were asked
how much happier they believe Californians are compared to Midwesterners, Californians
and Midwesterners both said Californians must be considerably happier, when, in fact,
there was no difference between the actual happiness rating of Californians and
Midwesterners. The bias lies in that most people asked focused on and overweighed the
sunny weather and ostensible easy-going lifestyle of California and devalued and
underrated other aspects of life and determinants of happiness, such as low crime rates
and safety from natural disasters like earthquakes (both of which large parts of California
lack).

A rise in income has only a small and transient effect on happiness and well-being, but
people consistently overestimate this effect. Kahneman et al. proposed that this is a result
of a focusing illusion, with people focusing on conventional measures of achievement
rather than on everyday routine.

Anchoring and adjustment heuristic

Anchoring and adjustment is a psychological heuristic that influences the way people
intuitively assess probabilities. According to this heuristic, people start with an implicitly
suggested reference point (the "anchor") and make adjustments to it to reach their
estimate. A person begins with a first approximation (anchor) and then makes incremental
adjustments based on additional information.

The anchoring and adjustment heuristic was first theorized by Amos Tversky and Daniel
Kahneman. In one of their first studies, the two showed that when asked to guess the
percentage of African nations which are members of the United Nations, people who were
first asked "Was it more or less than 10%?" guessed lower values (25% on average) than
those who had been asked if it was more or less than 65% (45% on average). The pattern
has held in other experiments for a wide variety of different subjects of estimation. Others
have suggested that anchoring and adjustment affects other kinds of estimates, like
perceptions of fair prices and good deals.

Some experts say that these findings suggest that in a negotiation, participants should
begin from extreme initial positions.
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As a second example, an audience is first asked to write the last two digits of their social
security number and consider whether they would pay this number of dollars for items
whose value they did not know, such as wine, chocolate and computer equipment. They
were then asked to bid for these items, with the result that the audience members with
higher two-digit numbers would submit bids that were between 60 percent and 120
percent higher than those with the lower social security numbers, which had become their
anchor.

Groupthink

Groupthink is a psychological phenomenon that occurs within groups of people. Group
members try to minimize conflict and reach a consensus decision without critical
evaluation of alternative ideas or viewpoints. Antecedent factors such as group
cohesiveness, structural faults, and situational context play into the likelihood of whether
or not groupthink will impact the decision-making process

The primary socially negative cost of groupthink is the loss of individual creativity,
uniqueness, and independent thinking. While this often causes groupthink to be portrayed
in a negative light, because it can suppress independent thought, groupthink under certain
contexts can also help expedite decisions and improve efficiency. As a social science model,
groupthink has an enormous reach and influences literature in the fields of
communications, political science, social psychology, management, organizational theory,
and information technology.

The majority of the initial research on groupthink was performed by Irving Janis, a
research psychologist from Yale University. His original definition of the term was, “A mode
of thinking that people engage in when they are deeply involved in a cohesive ingroup,
when the members' strivings for unanimity override their motivation to realistically
appraise alternative courses of action” (Janis, 1972). Since Janis’s work, other studies have
attempted to reformulate his groupthink model. 'T Hart (1998) developed a concept of
groupthink as “collective optimism and collective avoidance,” while McCauley (1989)
pointed to the impact of conformity and compliance pressures on groupthink decisions.

History
William H. Whyte coined the term in 1952, in Fortune magazine:

Groupthink being a coinage — and, admittedly, a loaded one — a working definition is in
order. We are not talking about mere instinctive conformity — it is, after all, a perennial
failing of mankind. What we are talking about is a rationalized conformity — an open,

articulate philosophy which holds that group values are not only expedient but right and
good as well.
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Irving Janis led the initial research on the groupthink theory. His main principle of
groupthink states:

The more amiability and esprit de corps there is among the members of a policy-making
ingroup, the greater the danger that independent critical thinking will be replaced by
groupthink, which is likely to result in irrational and dehumanizing actions against
outgroups.

Janis set the foundation for the study of groupthink starting with his research in the
American Soldier Project where he studied the effect of extreme stress on group
cohesiveness. After this study he remained interested in the ways in which people make
decisions under external threats. This interest led Janis to study a number of 'disasters' in
American foreign policy, such as failure to anticipate the Japanese attack on Pearl Harbor
(1941); the Bay of Pigs fiasco (1961) when the US administration sought to overthrow
Fidel Castro; and the prosecution of the Vietnam War (1964-67) by President Lyndon
Johnson. He concluded that in each of these cases, the decisions were made largely due to
groupthink, which prevented contradictory views from being expressed and subsequently
evaluated.

After the publication of Janis' book Victims of Groupthink, in 1972, the concept of
groupthink was used to explain many other faulty decisions in history. These events
included Nazi Germany's decision to invade the Soviet Union in 1941, the Watergate
Scandal and countless others. Despite this being such a popular topic less than two dozen
studies were done on the phenomenon, after the publication of Victims of Groupthink, from
the years 1972-1998. This is surprising considering how many fields of interests it spans,
which include political science, communications, organizational studies, social psychology,
management, strategy, counseling, and marketing. This lack of research is most likely due
to the fact that group research is difficult to conduct, groupthink has many independent
and dependent variables, and there is no clear-cut definition of it.

Bay of Pigs Invasion case study

The United States Bay of Pigs Invasion was one of the primary political case studies that
Irving Janis used in explaining the theory groupthink. The invasion plan was initiated by
the Eisenhower administration, but when the Kennedy White House took over, the plan
was uncritically accepted, even after the plan was beginning to get leaked. Kennedy's
ingroup was overly optimistic of the CIA's plan. When some members of the Kennedy
administration, such as Arthur Schlesinger Jr. and Senator ]J. William Fulbright, attempted
to present their objections to the plan, other members ignored these objections and kept
believing in the morality of their plan. The administration began to judge Schlesinger
because he questioned the policy. Eventually Schlesinger began to minimize his own
doubts. The CIA made many assumptions, including the weakness of Castro's army and the
lack of effectiveness of Castro's air force. Kennedy's ingroup believed the CIA's
assumptions, and stereotyped Castro and the Cubans. Finally, the Bay of Pigs Invasion was
marked with a huge reliance on consensual validation. Kennedy came into office trusting
Eisenhower's policy and continued to trust the CIA's intelligence without question. The
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fiasco that ensued could have been prevented if the Administration had followed the
remedies to preventing groupthink.

Pearl Harbor case study

The attack on Pearl Harbor on December 7, 1941 was a prime example of groupthink. A
number of factors such as shared illusions and rationalizations contributed to the lack of
precaution taken by Naval officers based in Hawaii. The United States had intercepted
Japanese messages and they discovered that Japan was arming itself for an offensive attack.
Washington took action by warning officers stationed at Pearl Harbor, but their warning
was not taken seriously. They assumed that Japan was taking measures in the event that
their embassies and consulates in enemy territories were usurped.

The Navy and Army in Pearl Harbor also shared rationalizations about why an attack was
unlikely. Some of them included:

"The Japanese would never dare attempt a full-scale surprise assault against Hawaii
because they would realize that it would precipitate an all-out war, which the United States
would surely win."

"The Pacific Fleet concentrated at Pearl Harbor was a major deterrent against air or naval
attack."

"Even if the Japanese were foolhardy to send their carriers to attack the United States, we
could certainly detect and destroy them in plenty of time."

"No warships anchored in the shallow water of Pearl Harbor could ever be sunk by
torpedo bombs launched from enemy aircraft.”

In addition, officers succumbed to social pressures and did not want to face social scrutiny
by objecting to the common belief that Japan would not attack Pearl Harbor.

At the end of the day, the leading officers at Pearl Harbor reinforced each other's feeling of
invulnerability and it is the reason why the United States was defenseless against Japan's
attacks.
Causes
Janis prescribed three antecedent conditions to groupthink.
High group cohesiveness
Structural faults:
insulation of the group
lack of impartial leadership
lack of norms requiring methodological procedures

homogeneity of members' social backgrounds and ideology

Situational context:
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highly stressful external threats

recent failures

excessive difficulties on the decision-making task
moral dilemmas

Although it is possible for a situation to contain all three of these factors, all three are not
always present even when groupthink is occurring. Janis considered a high degree of
cohesiveness to be the most important antecedent to producing groupthink and always
present when groupthink was occurring; however, he believed high cohesiveness would
not not always produce groupthink. A very cohesive group abides to all group norms;
whether or not groupthink arises is dependent on what the group norms are. If the group
encourages individual dissent and alternative strategies to problem solving, it is likely that
groupthink will be avoided even in a highly cohesive group. This means that high cohesion
will lead to groupthink only if one or both of the other antecedents is present, situational
context being slightly more likely than structural faults to produce groupthink.

Symptoms

To make groupthink testable, Irving Janis devised eight symptoms indicative of groupthink
(1977).

Type I: Overestimations of the group—its power and morality
= [llusions of invulnerability creating excessive optimism and encouraging risk taking.

»= Unquestioned belief in the morality of the group, causing members to ignore the
consequences of their actions.

Type II: Closed-mindedness

= Rationalizing warnings that might challenge the group's assumptions.
= Stereotyping those who are opposed to the group as weak, evil, biased, spiteful,
impotent, or stupid.

Type I1I: Pressures toward uniformity

= Self-censorship of ideas that deviate from the apparent group consensus.

= [llusions of unanimity among group members, silence is viewed as agreement.

* Direct pressure to conform placed on any member who questions the group,
couched in terms of "disloyalty"

» Mind guards — self-appointed members who shield the group from dissenting
information.

Groupthink, resulting from the symptoms listed above, results in defective decision-

making. That is, consensus-driven decisions are the result of the following practices of
groupthinking
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* Incomplete survey of alternatives

= Incomplete survey of objectives

= Failure to examine risks of preferred choice

= Failure to reevaluate previously rejected alternatives
= Poor information search

= Selection bias in collecting information

= Failure to work out contingency plans.

Janis argued that groupthink was responsible for the Bay of Pigs 'fiasco’ and other major
examples of faulty decision-making. The UK bank Northern Rock, before its nationalisation,
is thought to be a recent major example of groupthink. In such real-world examples, a
number of the above groupthink symptoms were displayed.

Deindividuation

Cults are also studied by sociologists in regard to groupthink and its deindividuation
effects. The textbook definition describes deindividuation as the loss of self-awareness and
evaluation apprehension, which occurs in group situations that foster anonymity and draw
attention away from the individual.

Prevention

It has been thought that groups with the strong ability to work together will be able to
solve dilemmas in a quicker and more efficient fashion than an individual. Groups have a
greater amount of resources which lead them to be able to store and retrieve information
more readily and come up with more alternatives solutions to a problem. There was a
recognized downside to group problem solving in that it takes groups more time to come to
a decision and requires that people make compromises with each other. However, it was
not until the research of Irving Janis appeared that anyone really considered that a highly
cohesive group could impair the group's ability to generate quality decisions. Tightly-knit
groups may appear to make decisions better because they can come to a consensus quickly
and at a low energy cost; however, over time this process of decision making may decrease
the members' ability to think critically. It is, therefore, considered by many to be important
to combat the effects of groupthink.

According to Irving Janis, decision making groups are not necessarily destined to
groupthink. He devised seven ways of preventing groupthink (209-15):

» Leaders should assign each member the role of “critical evaluator”. This allows each
member to freely air objections and doubts.

= Higher-ups should not express an opinion when assigning a task to a group.

*= The organization should set up several independent groups, working on the same
problem.

= All effective alternatives should be examined.

= Each member should discuss the group's ideas with trusted people outside of the

group.
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= The group should invite outside experts into meetings. Group members should be
allowed to discuss with and question the outside experts.

= At least one group member should be assigned the role of Devil's advocate. This
should be a different person for each meeting.

By following these guidelines, groupthink can be avoided. After the Bay of Pigs invasion
fiasco, President John F. Kennedy sought to avoid groupthink during the Cuban Missile
Crisis. During meetings, he invited outside experts to share their viewpoints, and allowed
group members to question them carefully. He also encouraged group members to discuss
possible solutions with trusted members within their separate departments, and he even
divided the group up into various sub-groups, to partially break the group cohesion.
Kennedy was deliberately absent from the meetings, so as to avoid pressing his own
opinion.

Assumptions

As observed by Aldag and Fuller (1993), the groupthink phenomenon seems to consistently
uphold the following principles:

* The purpose of group problem solving is mainly to improve decision quality
= Group problem solving is considered a rational process.

Benefits of group problem solving:

= variety of perspectives

* more information about possible alternatives

= Dbetter decision reliability

= dampening of biases

= social presence effects

» Groupthink prevents theses benefits due to structural faults and provocative
situational context

=  Groupthink prevention methods will produce better decisions

= “Anillusion of well-being is presumed to be inherently dysfunctional.”

= Group pressures towards consensus lead to concurrence-seeking tendencies

Empirical findings

Whether groupthink occurs in a situation is largely a subjective perception. Researchers
hold different opinions as to the amount of agreement needed within a group to conclude
the occurrence of groupthink. Even then, researchers argue whether the agreement comes
about through the social influence of groupthink, or whether the agreement is simply a
result of a clear, optimal solution. There is no fixed threshold of factors at which one can
definitively conclude groupthink occurred. Instead, a particular group could be considered
a victim of groupthink from the perspective of one researcher while remaining un-
victimized in the eyes of another researcher. It is also incredibly difficult to test groupthink
in the laboratory because it removes groups from real social situations, which changes the
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variables conducive or inhibitive to groupthink. Because of its subjectivity, researchers
have struggled to measure groupthink as a complete phenomenon. Instead, they often opt
to measure particular factors of the groupthink phenomenon. These factors range from
causal to effectual and focus on group and situational aspects.

Cline's study

In a study done by Cline (1990), the correlation between groupthink and group
cohesiveness was measured in an attempt to predict if group cohesiveness affected the
occurrence of groupthink. Participants in the groupthink conditions reported significantly
greater cohesiveness in their groups than participants in nongroupthink conditions. Cline
explains this correlation as a result of the participants in the groupthink conditions
bonding throughout the time spent in the experiment. Participant-reported group
cohesiveness increased from the pre-experimental discussion to the post experimental
discussion. Within the same study, agreement versus disagreement between the
participants of a group was hypothesized to vary between groups in the groupthink
condition and groups in the nongroupthink condition. The hypothesis was proven valid as
“groupthink groups expressed proportionately more agreement than nongroupthink
groups.” Levels of disagreement were similar for groupthink and nongroupthink groups.
The study also hypothesized that “groupthink groups express proportionately more simple
agreements and proportionately fewer substantiated agreements than nongroupthink
groups.” Again, the hypothesis was proven valid as groupthink groups were shown to use
more simple agreements and fewer substantiated agreements than nongroupthink groups.

Schafer's and Crichlow's study

Schafer and Crichlow (1996) performed an analytical study of the antecedent factors that
are conducive to a group falling into groupthink. They measured whether groupthink
occurred by gauging information-processing errors within the participant groups. The
antecedent conditions most strongly predicting information-processing errors (and, in
turn, groupthink) are group homogeneity, recent failure, high personal stress, group
insulation, and perceived short time restraint. If the members of a group are highly similar,
they will be more likely to engage in groupthink as a result of similar opinions and cost-
benefit analysis. If a group recently failed at a task, the members will become more
reserved in their idea generation, opting to support the most popular idea in order to avoid
becoming the scapegoat. This process increases the likelihood of groupthink. If the
individual members of a group are experiencing high stress, they will feel anxiety towards
dissenting (which would produce more stress). An anxiety toward dissent increases the
probability of groupthink. If a group is separated from external influence (including the
influence of other groups), they will lack exposure to innovative thinking and dissenting
opinion. This lack of exposure makes it difficult for group members to introduce new trains
of thought into the group, thus prompting groupthink. If a group is under a short time
restriction in generating ideas, it will feel anxious about spending time debating the value
of dissenting opinions. Instead, the group will more likely commit to a popular idea and
attempt to refine it with the time given. This process is conducive to groupthink.
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Flowers' study

Flowers (1977) analyzed the number of solutions produced to a particular problem by four
different groups. The groups were characterized by low or high cohesiveness and open or
closed leadership. Open and closed leadership refer to the nature of the leader—whether
they were open to new suggestions and respectful dissent or closed to it (rather
headstrong). Her findings relate to groupthink in the sense that groupthink is often
believed to limit the number of solutions created by a group. She analyzed two factors
(cohesiveness and leadership style) that are commonly known to affect the occurrence of
groupthink. High cohesiveness and closed leadership were predicted to be most conducive
to groupthink. If groupthink were occurring, her results would show a decreased number
of solutions produced by the respective groups. Flowers’ results reveal that the group with
the two characteristics most conducive to groupthink (high cohesiveness and closed
leadership) produced the fewest number of solutions, thus indicating an occurrence of
groupthink. The group with the characteristics opposite to those conducive to groupthink
(low cohesiveness and open leadership) produced the greatest number of solutions, thus
indicating that the type of leadership and cohesiveness within a group have an effect on
groupthink. Closed leadership creates groupthink because members’ dissenting opinions
and innovations are labeled illegitimate by the authority figure, allowing the group to easily
dismiss them as inferior options. High cohesiveness creates groupthink because members
feel stronger personal ties to each other and are therefore more hesitant to disagree with
others’ opinions. A hesitancy to disagree reduces dissent and leads to groupthink.

Park's meta-analysis

Park (1990) conducted a meta-analysis of the results of 16 empirical studies on groupthink.
The results of the analysis contradict the findings presented above as well as several of
Janis’ claims about groupthink antecedents (Janis is one of the founders of the groupthink
concept). Park concludes, “despite Janis’ claim that group cohesiveness is the major
necessary antecedent factor, no research has showed a significant main effect of
cohesiveness on groupthink.” Park also concludes that research on the interaction between
group cohesiveness and leadership style does not support Janis’ claim that cohesion and
leadership style interact to produce groupthink symptoms. Park presents a summary of the
results of the studies analyzed. According to Park, a study by Huseman and Drive (1979)
indicates groupthink occurs in both small and large decision making groups within
businesses. This results partly from group isolation within the business. Manz and Sims
(1982) conducted a study showing that autonomous work groups are susceptible to
groupthink symptoms in the same manner as decisions making groups within businesses.
Fodor and Smith (1982) produced a study revealing that group leaders with high power
motivation create atmospheres more susceptible to groupthink. Leaders with high power
motivation possess characteristics similar to leaders with a “closed” leadership style—an
unwillingness to respect dissenting opinion. The same study indicates that level of group
cohesiveness is insignificant in predicting groupthink occurrence. Park summarizes a study
performed by Callaway, Marriot, and Esser (1985) in which groups with highly dominant
members “made higher quality decisions, exhibited lowered state of anxiety, took more
time to reach a decision, and made more statements of disagreement/agreement.” Overall,

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 156

groups with highly dominant members expressed characteristics inhibitory to groupthink.
If highly dominant members are considered equivalent to leaders with high power
motivation, the results of Callaway, Marriot, and Esser contradict the results of Fodor and
Smith. A study by Leana (1985) indicates the interaction between level of group cohesion
and leadership style is completely insignificant in predicting groupthink. This finding
refutes Janis’ claim that the factors of cohesion and leadership style interact to produce
groupthink. Park summarizes a study by McCauley (1989) in which structural conditions of
the group were found to predict groupthink while situational conditions did not. The
structural conditions included group insulation, group homogeneity, and promotional
leadership. The situational conditions included group cohesion. These findings refute Janis’
claim about group cohesiveness predicting groupthink.

Overall, studies on groupthink have largely focused on the factors (antecedents) that
predict groupthink. Groupthink occurrence is often measured by number of
ideas/solutions generated within a group, but there is no uniform, concrete standard by
which researchers can objectively conclude groupthink occurs. The studies of groupthink
and groupthink antecedents reveal a mixed body of results. Some studies indicate group
cohesion and leadership style to be powerfully predictive of groupthink, while other
studies indicate the insignificance of these factors. Group homogeneity and group
insulation are generally supported as factors predictive of groupthink.

Real-world application
Corporate world
Swissair's collapse

In the corporate world, ineffective and suboptimal group-making decision can negatively
affect the health of a company and cause a considerable amount of monetary loss. Aaron
Hermann and Hussain Rammal illustrate the detrimental role of groupthink in the collapse
of Swissair, a Swiss airline company that was thought to be so financially stable that it
earned the title the "Flying Bank." The authors argue that, among other factors, Swissair
carried two symptoms of groupthink: the belief that the group is invulnerable and the
belief in the morality of the group. In addition, prior to the fiasco, the size of the company
board was reduced, subsequently eliminating industrial expertise. This may have further
increased the likelihood of groupthink. With the board members lacking expertise in the
field and having somewhat similar background, norms, and values, the pressure to conform
may have become more prominent. This phenomenon is called group homogeneity, which
is an antecedent to groupthink. Together, these conditions may have contributed to the
poor decision-making process that eventually led to Swissair’s collapse. As illustrated by
Swissair’s crisis, the ramification of groupthink can be monumental in the business world.

Politics

Some experts believe that groupthink also has a strong hold on political decisions and
military operations, which may result in enormous expenditures of human and material
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resources. These scholars, including Janis and Raven, attribute political and military fiascos,
such as the Bay of Pigs invasion, Vietnam War, and the Watergate scandal, to the effect of
groupthink. More recently, Dina Badie argues that the invasion of Iraq by the United States
was driven by groupthink. According to Badie, groupthink was largely responsible for the
shift in the U.S. administration’s view on Sadam Hussein that eventually led to military
action in Iraq. After 9/11, “stress, promotional leadership, and intergroup conflict” were all
factors that gave way to the occurrence of groupthink. Political case studies of groupthink
serve to illustrate the impact that the occurrence of groupthink can have in today's political
scene.

New arena: sports

Recent literature of groupthink attempts to study the application of this concept beyond
the framework of business and politics. One particularly relevant and popular arena in
which groupthink is rarely studied is sports. The lack of literature in this area prompted
Charles Koerber and Christopher Neck to begin a case-study investigation that examined
the effect groupthink on the decision of the Major League Umpires Association (MLUA) to
stage a mass resignation in 1999. The decision was a failed attempt to gain a stronger
negotiating stance against Major League Baseball. Koerber and Neck suggest that three
groupthink symptoms can be found in the decision-making process of the MLUA. First, the
umpires overestimated the power that they had over the baseball league and the strength
of their group’s resolve. The union also exhibited some degree of closed-mindedness with
the notion that MLB is the enemy. Lastly, there was the presence of self-censorship; some
umpires who disagreed with the decision to resign failed to voice their dissent. These
factors, along with other decision-making defects, led to a decision that was suboptimal and
ineffective.

Criticisms and recent development

Even though groupthink has become increasing popular to the general public and relevant
in many fields over the last few decades, scholars still raise some reasonable doubts about
the legitimacy of the concept. Some scholars, like opt for a new model in place of
groupthink. Others wish to reformulate the original model by reexamining traditional case
studies of groupthink and considering new theories and empirical findings.

New models
Ubiquity model

Researcher Robert Baron (2005) contends that the connection between certain
antecedents Janis believed necessary have not been demonstrated by the current collective
body of research on groupthink. He believes that Janis' antecedents for groupthink is
incorrect and argues that not only are they "not necessary to provoke the symptoms of
groupthink, but that they often will not even amplify such symptoms." As an alternative to
Janis' model, Baron proposes a ubiquity model of groupthink. This model provides a
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revised set of antecedents for groupthink, including social identification, salient norms, and
low self-efficacy.

GGPS

Aldag and Fuller (1993) argue that the concept was based on “small and relatively
restricted sample” that became too broadly generalized. Furthermore, the concept is too
rigidly staged and deterministic. Empirical support for it has also not been consistent. The
authors compare groupthink model to findings presented by Maslow and Piaget; they
argue that, in each case, the model incites great interest and further research that,
subsequently, invalidate the original concept. Aldag and Fuller thus suggest a new model
called the general group problem-solving (GGPS) model, which integrates new findings
from groupthink literature and alters aspects of groupthink itself. Two main differences
between GGPS and groupthink is that the former is more value neutral and political
oriented. Further research is necessary to assess the validity of Aldag’s and Fuller’s model.

Reexamination

Other scholars attempt to assess the merit of groupthink by reexamining case studies that
Janis had originally used to buttress his model. Roderick Kramer (1998) believe that,
because scholars today have a more sophisticated set of ideas about the general decision-
making process and because new and relevant information about the fiascos have surfaced
over the years, a reexamination of the case studies is appropriate and necessary. He argues
that new evidence does not support Janis’ view that groupthink was largely responsible for
President Kennedy’s and President Johnson’s decisions in the Bay of Pigs invasion and U.S.
escalated military involvement in the Vietham War, respectively. Both presidents sought
the advice of experts outside of their political groups more than Janis suggested. Kramer
also argues that the presidents were the final decision-makers of the fiascos; while
determining which course of action to take, they relied more heavily on their own
construals of the situations than on any group-consenting decision presented to them.
Kramer concludes that Janis’ explanation of the two military issues is flawed and that
groupthink has much less influence on group decision-making than is popularly believed to
be.

Reformulation

Some of the scholars who have contributed to a new understanding of groupthink include
Glen Whyte, Clark McCauley, and Marlene Turner, and Anthony Partkanis. Whyte (1998)
suggests that collective efficacy play a large role in groupthink because it causes groups to
become less vigilant and to favor risks, two particular factors that characterize groups
affected by groupthink. McCauley recasts aspects of groupthink's preconditions by arguing
that the level of attractiveness of group members is the most prominent factor in causing
poor decision-making. The results of Turner's and Partkanis' (1991) study on social
identity maintenance perspective and groupthink conclude that groupthink can be viewed
as a “collective effort directed at warding off potentially negative views of the group.”
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Together, the contributions of these scholars have brought about new understandings of
groupthink that help reformulate Janis’ original model.

Conclusion

Looking forward, Groupthink continues to be a popular and somewhat controversial topic
in psychology research. More than twenty major studies focusing on some aspect or
application of Groupthink have been published since the beginning of 2010. One of the
more popular current research trends includes comparing the prevalence of groupthink in
a diverse corporate environment to that of a less diverse firm. Another ongoing study by
Duval frames groupthink in the context of a small group social network.

While the exact form and extent to which groupthink occurs remains subjective based off
individual researchers, there is strong evidence to show that such a phenomenon exists
and impacts real-world decisions on a daily basis. Groups that are engaging in groupthink
target the consensus group decision and bypass alternatives without careful consideration
or discussion. Greater awareness of groupthink has the potential to help minimize social
damage associated with its negative consequences.

Peer pressure

Peer pressure refers to the influence exerted by a peer group in encouraging a person to
change his or her attitudes, values, or behavior in order to conform to group norms. Social
groups affected include membership groups, when the individual is "formally" a member
(for example, political party, trade union), or a social clique. A person affected by peer
pressure may or may not want to belong to these groups. They may also recognize
dissociative groups with which they would not wish to associate, and thus they behave
adversely concerning that group's behaviors.

In young people, youth peer pressure is considered as one of the most frequently referred
to forms of peer pressure. It is particularly common because most youth spend large
amounts of time in fixed groups (schools and subgroups within them) regardless of their
opinion of those groups. In addition to this, they may lack the maturity to handle pressure
from 'friends’. Also, young people are more willing to behave negatively towards those who
are not members of their own peer groups. However, youth peer pressure can also have
positive effects. For example, if one is involved with a group of people that are ambitious
and working to succeed, one might feel pressured to follow suit to avoid feeling excluded
from the group. Sometimes the child is pressuring themselves. They feel like they need to
be in this group to be "cool" or "in." Therefore, the youth would be pressured into
improving themselves, bettering them in the long run. This is most commonly seen in
youths that are active in sports or other extracurricular activities where conformity with
one's peer group is strongest.

Risk behavior
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While socially accepted children fare the best in high school due to having the most class
resources, the most opportunities and the most positive experiences, research shows that
being in the popular crowd may also be a risk factor for mild turtles

to moderate deviant behavior. Popular adolescents are the most socialized into their peer
groups and thus are vulnerable to peer pressures, such as behaviors usually reserved for
those of a greater maturity and understanding, such as the use of drugs. Adolescence is a
time of experimentation with new identities and experiences. The culture of high school
often has its own social norms that are different from the outside culture. Some of these
norms may not be especially positive or beneficial. Socially accepted kids are often
accepted for the sheer fact that they conform well to the norms of teen culture, good and
bad aspects included. Popular adolescents are more strongly associated with their peer
groups in which they may together experiment with things like alcohol, cigarettes and
drugs. Although there are a few risk factors correlated with popularity, deviant behavior is
often only mild to moderate. Regardless, social acceptance provides more overall
protective factors than risk factors.

The Third Wave

The Third Wave was an experiment to demonstrate the appeal of fascism undertaken by
history teacher Ron Jones with sophomore high school students attending his
Contemporary History as part of a study of Nazi Germany. The experiment took place at
Cubberley High School in Palo Alto, California, during the first week of April 1967. Jones,
unable to explain to his students how the German populace could claim ignorance of the
extermination of the Jewish people, decided to show them instead. Jones started a
movement called "The Third Wave" and convinced his students that the movement is to
eliminate democracy. The fact that democracy emphasizes individuality was considered as
a drawback of democracy, and Jones emphasized this main point of the movement in its
motto: "Strength through discipline, strength through community, strength through action,
strength through pride". The Third Wave experiment is an example of risk behavior in
authoritarian and peer pressure situations.

Benign peer pressure
Management

In management, benign peer pressure refers to a technique used to boost team members'
motivation, proactiveness and self goal settings. It's one useful tool in leadership. Instead of
direct delegation of tasks and results demanding, employees are in this case, induced into a
behaviour of self propelled performance and innovation, by comparison feelings towards
their peers. There are several ways peer pressure can be induced in a working
environment. Examples are: training, team meetings. Training since the team member is in
contact with people with comparable roles in other organizations. Team meetings since
there will be an implicit comparison between every team member especially if the meeting
agenda is the presentation of results and goal status.
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School

In school, benign peer pressure refers to the achieving of school discipline and internal self-
discipline (inner discipline within each individual) by democratic means. It is adduced that
appropriate school learning theory and educational philosophy is decisive in preventing
violence, and promoting learning, order, and discipline in schools. Children should be
accorded the same human rights and freedoms as adults; they should be granted
responsibility for the conduct of their affairs; and they should be full participants in the life
of their community. Children of all ages are entitled to participate in all decisions affecting
the school, without exception. They have a full and equal vote in deciding expenditures, in
hiring and firing all employees (including teachers), and in making and enforcing the rules
of the community. Typically, rules are made and business is handled at a weekly School
Meeting, where each student, like each staff member, has one vote: freedom on individual
rights' matters and peer justice.

Neural mechanisms

Neuroimaging identifies the anterior insula and anterior cingulate as key areas in the brain
determining whether people conform in their preferences in regard to its being popular
with their peer group.

Explanation

An explanation of how the peer pressure process works, called “the identity shift effect,” is
introduced by social psychologist, Wendy Treynor, who weaves together Festinger’'s two
seminal social-psychological theories (on dissonance, which addresses internal conflict,
and social comparison, which addresses external conflict) into a unified whole. According
to Treynor’s original “identity shift effect” hypothesis, the peer pressure process works in
the following way: One’s state of harmony is disrupted when faced with the threat of
external conflict (social rejection) for failing to conform to a group standard. Thus, one
conforms to the group standard, but as soon as one does, eliminating this external conflict,
internal conflict is introduced (because one has violated one’s own standards). To rid
oneself of this internal conflict (self-rejection), an “identity shift” is undertaken, where one
adopts the group’s standards as one’s own, thereby eliminating internal conflict (in
addition to the formerly eliminated external conflict), returning one to a state of harmony.
Although the peer pressure process begins and ends with one in a (conflict-less) state of
harmony, as a result of conflict and the conflict resolution process, one leaves with a new
identity—a new set of internalized standards.

Slippery slope
In debate or rhetoric, a slippery slope (also known as thin edge of the wedge, or the camel's
nose) is a classic form of argument, arguably an informal fallacy. A slippery slope argument

states that a relatively small first step leads to a chain of related events culminating in some
significant effect, much like an object given a small push over the edge of a slope sliding all
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the way to the bottom. The strength of such an argument depends on the warrant, i.e.
whether or not one can demonstrate a process which leads to the significant effect. The
fallacious sense of "slippery slope" is often used synonymously with continuum fallacy, in
that it ignores the possibility of middle ground and assumes a discrete transition from
category A to category B. Modern usage avoids the fallacy by acknowledging the possibility
of this middle ground.

Slippery slope arguments
The argument takes on one of various semantical forms:

In the classical form, the arguer suggests that making a move in a particular direction
starts something on a path down a "slippery slope". Having started down the metaphorical
slope, it will continue to slide in the same direction (the arguer usually sees the direction as
a negative direction, hence the "sliding downwards" metaphor).

Modern usage includes a logically valid form, in which a minor action causes a significant
impact through a long chain of logical relationships. Note that establishing this chain of
logical implication (or quantifying the relevant probabilities) makes this form logically
valid. The slippery slope argument remains a fallacy if such a chain is not established.

Some claims lie in between the two. For example: "If we accept censorship on most
disgusting material, the politicians may easily widen the area under censorship. This has
happened often before too, with far-reaching consequences. Therefore, we should
completely avoid the slippery slope of censorship.” This claim is not a fallacy: some people
think that there is enough evidence for the claim to be probably true, some not.

Examples

Eugene Volokh's Mechanisms of the Slippery Slope (PDF version) analyzes various types of
such slippage. Volokh uses the example "gun registration may lead to gun confiscation" to
describe six types of slippage:

Cost-lowering: Once all gun-owners have registered their firearms, the government will
know exactly from whom to confiscate them. Gun control opponents argue against limits on
the sale of automatic attack weapons because the confiscation of sportsmen's shotguns will
soon follow. Meanwhile, government officials defend their inflexible enforcement of a
regulation, even in circumstances that are obviously unfair, because allowing an exception
would open the floodgates.

Legal rule combination: Previously the government might need to search every house to
confiscate guns, and such a search would violate the Fourth Amendment to the United

States Constitution. Registration would eliminate that problem.

Attitude altering: People may begin to think of gun ownership as a privilege rather than a
right, and thus regard gun confiscation less seriously.

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 163

Small change tolerance, colloquially referred to as the "boiling frog": People may ignore
gun registration because it constitutes just a small change, but when combined with other
small changes, it could lead to the equivalent of confiscation.

Political power: The hassle of registration may reduce the number of gun owners, and
thus the political power of the gun-ownership bloc.

Political momentum: Once the government has passed this gun law it becomes easier to
pass other gun laws, including laws like confiscation.

Slippery slope can also be used as a retort to the establishment of arbitrary boundaries or
limitations. For example, one might argue that rent prices must be kept to $1,000 or less a
month to be affordable to tenants in an area of a city. A retort invoking the slippery slope
could go in two different directions:

Once such price ceilings become accepted, they could be slowly lowered, eventually
driving out the landlords and worsening the problem.

If a $1,000 monthly rent is affordable, why isn't $1,025 or $1,050? By lumping the
tenants into one abstract entity, the argument renders itself vulnerable to a slippery slope
argument. A more careful argument in favor of price ceilings would statistically
characterize the number of tenants who can afford housing at various levels based on
income and choose a ceiling that achieves a specific goal, such as housing 80% of the
working families in the area.

Sometimes a single action does indeed induce similar latter action. For example, judiciary
decisions may set legal precedents.

The slippery slope as fallacy

The heart of the slippery slope fallacy lies in abusing the intuitively appreciable transitivity
of implication, claiming that A leads to B, B leads to C, C leads to D and so on, until one
finally claims that A leads to Z. While this is formally valid when the premises are taken as a
given, each of those contingencies needs to be factually established before the relevant
conclusion can be drawn. Slippery slope fallacies occur when this is not done—an
argument that supports the relevant premises is not fallacious and thus isn't a slippery
slope fallacy.

Often proponents of a "slippery slope" contention propose a long series of intermediate
events as the mechanism of connection leading from A to B. The "camel's nose" provides
one example of this: once a camel has managed to place its nose within a tent, the rest of
the camel will inevitably follow. In this sense the slippery slope resembles the genetic
fallacy, but in reverse.
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As an example of how an appealing slippery slope argument can be unsound, suppose that
whenever a tree falls down, it has a 95% chance of knocking over another tree. We might
conclude that soon a great many trees would fall, but this is not the case. There is a 5%
chance that no more trees will fall, a 4.75% chance that exactly one more tree will fall (and
thus a 9.75% chance of 1 or fewer additional trees falling), and so on. There is a 92.3%
chance that 50 or fewer additional trees will fall. The expected value of trees that will fall is
20. In the absence of some momentum factor that makes later trees more likely to fall than
earlier ones, this "domino effect" approaches zero probability.

This form of argument often provides evaluative judgments on social change: once an
exception is made to some rule, nothing will hold back further, more egregious exceptions
to that rule.

Note that these arguments may indeed have validity, but they require some independent
justification of the connection between their terms: otherwise the argument (as a logical
tool) remains fallacious.

The "slippery slope" approach may also relate to the conjunction fallacy: with a long string
of steps leading to an undesirable conclusion, the chance of all the steps actually occurring
in sequence is less than the chance of any one of the individual steps occurring alone.

Supporting analogies

Several common analogies support slippery slope arguments. Among these are analogies to
physical momentum, to frictional forces and to mathematical induction.

Momentum or frictional analogies

In the momentum analogy, the occurrence of event A will initiate a process which will lead
inevitably to occurrence of event B. The process may involve causal relationships between
intermediate events, but in any case the slippery slope schema depends for its soundness
on the validity of some analogue for the physical principle of momentum. This may take the
form of a domino theory or contagion formulation. The domino theory principle may
indeed explain why a chain of dominos collapses, but an independent argument is
necessary to explain why a similar principle would hold in other circumstances.

An analogy similar to the momentum analogy is based on friction. In physics, the static co-
efficient of friction is always greater than the kinetic co-efficient, meaning that it takes
more force to make an object start sliding than to keep it sliding. Arguments that use this
analogy assume that people's habits or inhibitions act in the same way. If a particular rule A
is considered inviolable, some force akin to static friction is regarded as maintaining the
status quo, preventing movement in the direction of abrogating A. If, on the other hand, an
exception is made to A, the countervailing resistive force is akin to the weaker kinetic
frictional force. Validity of this analogy requires an argument showing that the initial
changes actually make further change in the direction of abrogating A easier.
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Induction analogy

Another analogy resembles mathematical induction. Consider the context of evaluating
each one of a class of events A1, A2, A3,.., An (for example, is the occurrence of the event
harmful or not?). We assume that for each k, the event Ak is similar to Ak+1, so that Ak has
the same evaluation as Ak+1.

Therefore every An has the same evaluation as A'l.

For example, the following arguments fit the slippery slope scheme with the inductive
interpretation

If we grant a building permit to build a religious structure in our community, then there
will be no bound on the number of building permits we will have to grant for religious
structures and the nature of this city will change. This argument instantiates the slippery
slope scheme as follows: Ak is the situation in which k building permits are issued. One first
argues that the situation of k permits is not significantly different from the one with k + 1
permits. Moreover, issuing permits to build 1000 religious structures in a city of 300,000
will clearly change the nature of the community.

In most real-world applications such as the one above, the naive inductive analogy is
flawed because each building permit will not be evaluated the same way (for example, the
more religious structures in a community, the less likely a permit will be granted for
another).

Measuring the slippery slope

When a principle is based on direct proportion and the circumstance cannot be made to fit
that principle, then the discrepancy is taken as indication of failure. The impression
becomes pessimistic when there is continual failure at meeting the ideal principle, such as
in a democratic or justice context. To overcome the pessimism that appears when sliding
on the slippery slope of injustice, one requires a measurement of discrepancy. Then
successive efforts can be compared and the slippery illusion dispelled. Scientists have used
hyperbolic coordinates in technical work to deal with parameters similar to those giving
the slippery slope scenario.

Attribution (psychology)

Attribution is a concept in social psychology referring to how individuals explain causes of
behavior and events. Attribution theory is an umbrella term for various theories that
attempt to explain these processes. Fritz Heider first proposed a theory of attribution The
Psychology of Interpersonal Relations (1958). It was further developed by others such as
Harold Kelley and Bernard Weiner.
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Causes

Fritz Heider argued that, as an active perceiver of the events, the average person
continuously or spontaneously makes causal inferences on why the events occur. For
example, they make inferences about why some people succeed on a task or they make
inferences about how their own behavior influences someone else. Eventually, these
inferences become beliefs or expectations that allow the person to predict and understand
the events that they observe and experience.

Types
Explanatory attribution

People make explanatory attributions to understand the world and seek reasons for a
particular event. Explanatory attribution plays an important role in understanding what is
happening around us. For example, let’s say Jaimie’s car tire got punctured. Jaimie will
make attributions by reasoning that it was the hole on the road that made the puncture.
The tire puncture might be due to Jaimie’s bad driving habit but by making attributions to
the poor road condition, Jaimie has successfully made sense of this unfortunate event.
Without the attributional explanations, Jaimie will be very embarrassed and discomforted
to believe that she caused the puncture.

Predictive attribution

Attributions not only serve as an explanation of an event but it can also predict future
events. People want to know and understand why the event happened, but they also want
to prevent it from happening again. Once people know why the event happened, their
future is more predictable. For example, if Jaimie believes that the tire puncture is from the
holes on the road, she can drive through the less holy road; if Jaimie thinks her driving
habit contributed to the puncture, she can drive more carefully to avoid the similar
incident. Similarly, people can use attributions to predict future events and to prevent the
same incident from happening.

Interpersonal attribution

Sometimes, when your action or motives for the action are questioned, you need to explain
the reasons for your action. Interpersonal attributions happen when the causes of the
events involve two or more individuals. More specifically, you will always want to present
yourself in the most positive light in interpersonal attributions. For example, let’s say
Jaimie and her boyfriend had a fight. When Jaimie explains her situation to her friends, she
will say she tried everything to avoid a fight but she will blame her boyfriend that he
nonetheless started a fight. This way, Jaimie is seen as a peacemaker to her friends whereas
her boyfriend is seen as the one who started it all.

Theories
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Common sense psychology

From the book The Psychology of Interpersonal Relations(1958), Fritz Heider tried to
explore the nature of interpersonal relationship, and espoused the concept of what he
called "common sense" or "naive psychology”. In his theory, he believed that people
observe, analyze, and explain behaviors with explanations. Although people have different
kinds of explanations for the events of human behaviors, Heider found it is very useful to
group explanation into two. categories; Internal (personal) and external (situational)
attributions. When an internal attribution is made, the cause of the given behavior is
assigned to the individual's characteristics such as ability, personality, mood, efforts,
attitudes, or disposition. When an external attribution is made, the cause of the given
behavior is assigned to the situation in which the behavior was seen such as the task, other
people, or luck (that the individual producing the behavior did so because of the
surrounding environment or the social situation). These two types lead to very different
perceptions of the individual engaging in a behavior.

Correspondent inference theory

Correspondent inferences state that people make inferences about a person when his or
her actions are freely chosen, are unexpected, and result in a small number of desirable
effects. According to Edward E. Jones and Keith Davis’ Correspondent Inference Theory,
people make correspondent inferences by reviewing the context of behavior. It describes
how people try to find out individual’s personal characteristics from the behavioral
evidence. People make inferences on the basis of three factors; degree of choice,
expectedness of behavior, and effects of someone’s behaviors.

Covariation model of attribution

Behavior Covariation Information Atfribution
Consensus Distinctiveness Consistency

When there is low consensus and distinctiveness, people make personal attributions for behaviors that are

high in consistency(top row). On the other hand, people make stimulus attributions when there is high
consensus and distinctiveness (bottom low).
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Co-variation principle states that people attribute behavior to the factors that are present
when a behavior occurs and absent when it does not. Thus, the theory assumes that people
make causal attributions in a rational, logical fashion, and that they assign the cause of an
action to the factor that co-varies most closely with that action. Harold Kelley's covariation
model of Attribution looks to three main types of information from which to make an
attribution decision about an individual's behavior. The first is consensus information, or
information on how other people in the same situation and with the same stimulus behave.
The second is distinctiveness information, or how the individual responds to different
stimuli. The third is consistency information, or how frequent the individual's behavior can
be observed with similar stimulus but varied situations. From these three sources of
information observers make attribution decisions on the individual's behavior as either
internal or external. Kelly’s theory and the examples of prediction are represented in the
diagram.

Three dimensional model of attribution

Bernard Weiner proposed that individuals have initial affective responses to the potential
consequences of the intrinsic or extrinsic motives of the actor, which in turn influence
future behavior. That is, a person's own perceptions or attributions determine the amount
of effort the person will engage in activities in the future. Weiner suggests that individuals
exert their attribution search and cognitively evaluate casual properties on the behaviors
they experience. When attributions lead to positive affect and high expectancy of future
success, such attributions should result in greater willingness to approach to similar
achievement tasks in the future than those attributions that produce negative affect and
low expectancy of future success. Eventually, such affective and cognitive assessment
influences future behavior when individuals encounter similar situations.

Weiner's achievement attribution has three categories:

1. stable theory (stable and unstable)
2. locus of control (internal and external)
3. control (controllable or uncontrollable)

Stability influence individuals' expectancy about their future; control is related with
individuals' persistence on mission; causality influences emotional responses to the
outcome of task.

Bias and errors in attributions
While people strive to find reasons for behaviors, they fall into many traps of biases and
errors. Therefore, it’s best to know those mistakes to avoid them. As Fritz Heider says, “our

perceptions of causality are often distorted by our needs and certain cognitive biases”. Here
are some examples of attributional biases that people should look out for.
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Fundamental attribution error

The fundamental attribution error is a cognitive bias in which people put too much
emphasis on internal, dispositional factors in explaining people’s behaviors rather than
explaining them in terms of situational factors. In other words, people believe an action
was done because of the actor’s personality rather than the situation faced by the actor. For
example, when a student fails to turn in a homework assignment, a teacher is too ready to
assume that the student was too lazy to finish the homework, without sufficiently taking
into account the situation that the student was in.

Culture bias
People in individualist cultures value individuals, personal goals, and independence.

People in collectivist cultures see individuals as members of groups such as families, work
units, and nations, and tend to value conformity and interdependence.

Generally, North America and Western Europe embrace individualist culture while Asia,
Latin America, and Africa embrace collectivist culture.

Research shows that culture, either individualist or collectivist, affects how people make
attributions.

People from individualist cultures are more inclined to make fundamental-attribution error
than people from collectivist cultures. Individualist cultures tend to attribute a person’s
behavior to his internal factors whereas collectivist cultures tend to attribute a person'’s
behavior to his external factors.

Research suggests that individualist cultures engage in self-serving bias more than do
collectivist cultures, ie individualist cultures tend to attribute success to internal factors
and to attribute failure to external factors. In contrast, collectivist cultures engage in the
opposite of self-serving bias ie self-effacing bias, which is: attributing success to external
factors and blaming failure on internal factors (the individual).

Spotlight effect error

The spotlight effect error is the tendency of an individual to overestimate the extent to
which others are paying attention to the individual's appearance and behavior. That is,
people believe that they are in the “spotlight” and that everyone is paying attention to
them, as when a person drops a cup in a restaurant and gets embarrassed, believing that
everyone has seen it. “The Barry Manilow t-shirt experiment” demonstrates the spotlight
effect. Students got self-conscious when they were required to wear a t-shirt with an
unpopular picture to classes. The students believed more than 50 percent of their
classmates would notice their shirts and judge them, when in fact fewer than 20 percent
even noticed the t-shirt.
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Actor/observer difference

People tend to attribute other people’s behaviors to their dispositional factors while
attributing own actions to situational factors. Basically, even in the same situation, people’s
attribution can differ depending on their role(actor or observer). For example, when a
person gets a low grade on a test, he finds situational factors to justify the negative event
such as saying that the teacher asked a question that she never went over in class.
However, if other people get low grades on the test, he attributes the results to their
internal factors such as laziness and inattentiveness in classes. The actor/observer bias is
used less frequently with people one knows well such as friends and family since one
knows how his/her close friends and family will behave in certain situation, leading
him/her to think more about the external factors rather than internal factors.

Dispositional attributions

Dispositional attribution is a tendency to attribute people’s behaviors to their dispositions
that is to their personality, character and ability. For example, when a normally nice waiter
is being rude to his customer, the customer will assume he has a bad temper. The customer,
just by looking at the attitude that the waiter is giving him, instantly decides that the waiter
is a bad person. The customer oversimplifies the situation by not taking into account all the
unfortunate events that might have happened to the waiter which made him become rude
at that moment. Therefore, the customer made dispositional attribution by attributing the
waiter’s behavior directly to his personality rather than considering situational factors that
might have caused the whole “rudeness”.

Self-serving bias

Self serving bias is attributing dispositional and internal factors for success and external,
uncontrollable factor for failure. For example, if a person gets promoted, it is because of
his/her ability and competence whereas if he/she does not get promoted, it is because
his/her manager does not like him/her ( external, uncontrollable factor). Originally,
researchers assumed that self-serving bias is strongly related to the fact that people want
to protect their self-esteem. However, alternative information processing explanation came
out. That is, when the outcomes match people’s expectations, they make attributions to
internal factors; when the outcome does not match their expectations, they make external
attributions. People also use defensive attribution to avoid feelings of vulnerability and to
differentiate himself from a victim of a tragic accident.

For example, people believe in just-world hypothesis that “good things happen to good
people and bad things happen to bad people” to avoid feeling vulnerable. This also leads to
blaming the victim even in a tragic situation. When people hear someone died from a car
accident, they reassure that the accident will never happen to them by deciding that the
driver was drunk at the time of the accident. People automatically decide that it was the
driver’s fault drunk-driving and thus it will never happen to them. Another example of
defensive attribution is optimism bias in which people believe positive events happen to
them more than to the others and that negative events happen to them less than to the
others. Too much optimism leads people to ignore some warnings and precautions given to
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them. For example, smokers believe they are less likely than other smokers to get a lung
cancetr.

Application of attribution
Learned helplessness

Learned helplessness was first found in animals when psychologists Martin Seligman and
Steven F. Maier discovered that the classically conditioned dogs that got electrical shocks
made no attempt to escape the situation. The dogs were placed in a box divided into two
sections by a low barrier. Since one side of the box was electrified and the other was not,
the dogs could easily avoid electrical shocks by hopping to the other side. However, the
dogs just stayed in the electrified side, helpless to change the situation. This learned
helplessness also applies to human beings. People feel helpless when they feel powerless to
change their situation. This happens when people attribute negative results to their
internal, stable and global factors leading them to think they have no control over their
situation. Making no attempt to avoid or better the situation will often exacerbate the
situations that people are faced and may lead them to clinical depression and related
mental illnesses.

Perceptual salience and attribution

When people try to make attributions about another's behavior, their information focuses
on the individual. Their perception of that individual is lacking most of the external factors
which might affect the individual. The gaps tend to be skipped over and the attribution is
made based on the perception information most salient. The most salient perceptual
information dominates a person's perception of the situation.

For individuals making behavioral attributions about themselves, the situation and
external environment are entirely salient, but their own body and behavior are less so. This
leads to the tendency to make an external attribution in regards to one's own behavior.

Criticism

Attribution theory has been criticized as being mechanistic and reductionist for assuming
that people are rational, logical and systematic thinkers. It turns out however that they are
cognitive misers and motivated tacticians as demonstrated by the Fundamental attribution
error. It also fails to address the social, cultural and historical factors that shape
attributions of cause. This has been addressed extensively by discourse analysis, a branch
of psychology that prefers to use qualitative methods including the use of language to
understand psychological phenomena. The linguistic categorization theory for example
demonstrates how language influences our attribution style.

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 172

Bounded rationality

Bounded rationality is the idea that in decision making, rationality of individuals is limited
by the information they have, the cognitive limitations of their minds, and the finite amount
of time they have to make decisions. It was proposed by Herbert Simon as an alternative
basis for the mathematical modeling of decision making, as used in economics and related
disciplines; it complements rationality as optimization, which views decision making as a
fully rational process of finding an optimal choice given the information available. Another
way to look at bounded rationality is that, because decision-makers lack the ability and
resources to arrive at the optimal solution, they instead apply their rationality only after
having greatly simplified the choices available. Thus the decision-maker is a satisficer, one
seeking a satisfactory solution rather than the optimal one. Simon used the analogy of a
pair of scissors, where one blade is the "cognitive limitations" of actual humans and the
other the "structures of the environment"; minds with limited cognitive resources can thus
be successful by exploiting pre-existing structure and regularity in the environment.

Some models of human behavior in the social sciences assume that humans can be
reasonably approximated or described as "rational" entities (see for example rational
choice theory). Many economics models assume that people are on average rational, and
can in large enough quantities be approximated to act according to their preferences. The
concept of bounded rationality revises this assumption to account for the fact that perfectly
rational decisions are often not feasible in practice due to the finite computational
resources available for making them.

Models of bounded rationality

The term is thought to have been coined by Herbert Simon. In Models of Man, Simon points
out that most people are only partly rational, and are emotional/irrational in the remaining
part of their actions. In another work, he states "boundedly rational agents experience
limits in formulating and solving complex problems and in processing (receiving, storing,
retrieving, transmitting) information" (Williamson, p. 553, citing Simon). Simon describes a
number of dimensions along which "classical" models of rationality can be made somewhat
more realistic, while sticking within the vein of fairly rigorous formalization. These include:

* limiting what sorts of utility functions there might be.
= recognizing the costs of gathering and processing information.
= the possibility of having a "vector" or "multi-valued" utility function.

Simon suggests that economic agents employ the use of heuristics to make decisions rather
than a strict rigid rule of optimization. They do this because of the complexity of the
situation, and their inability to process and compute the expected utility of every
alternative action. Deliberation costs might be high and there are often other concurrent
economic activities also requiring decisions.
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Daniel Kahneman proposes bounded rationality as a model to overcome some of the
limitations of the rational-agent models in economic literature.

As decision makers have to make decisions about how and when to decide, Ariel Rubinstein
proposed to model bounded rationality by explicitly specifying decision-making
procedures. This puts the study of decision procedures on the research agenda.

Gerd Gigerenzer argues that most decision theorists who have discussed bounded
rationality have not really followed Simon's ideas about it. Rather, they have either
considered how people's decisions might be made sub-optimal by the limitations of human
rationality, or have constructed elaborate optimising models of how people might cope
with their inability to optimize. Gigerenzer instead proposes to examine simple alternatives
to a full rationality analysis as a mechanism for decision making, and he and his colleagues
have shown that such simple heuristics frequently lead to better decisions than the
theoretically optimal procedure.

From a computational point of view, decision procedures can be encoded in algorithms and
heuristics. Edward Tsang argues that the effective rationality of an agent is determined by
its computational intelligence. Everything else being equal, an agent that has better
algorithms and heuristics could make "more rational” (more optimal) decisions than one
that has poorer heuristics and algorithms.

Predispositioning Theory

Predispositioning Theory in the field of decision theory and systems theory is a theory, that
focused on the intermediate stage between a complete order and a complete disorder.

Predispositioning Theory was founded by Aron Katsenelinboigen (1927-2005), a Professor
in Wharton School who dealt with indeterministic systems such as chess, business,
economics, and other fields of knowledge and also made an essential step forward in
elaboration of styles and methods of decision-making.

Predispositioning Theory

Predispositioning Theory is focused on the intermediate stage between a complete order
and a complete disorder. According to Katsenelinboigen, the system develops gradually,
going through several stages, starting with incomplete and inconsistent linkages between
its elements and ending with complete and consistent ones.

“Mess. The zero phase can be called a mess because it contains no linkages between the

system's elements. Such a definition of mess as ‘a disorderly, un-tidy, or dirty state of
things’ we find in Webster's New World Dictionary. (...)

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 174

Chaos. Mess should not be confused with the next phase, chaos, as this term is understood
today. Arguably, chaos is the first phase of indeterminism that displays sufficient order to
talk of the general problem of system development. The chaos phase is characterized by
some ordering of accumulated statistical data and the emergence of the basic rules of
interactions of inputs and outputs (not counting boundary conditions). Even such a
seemingly limited ordering makes it possible to fix systemic regularities of the sort shown
by Feigenbaum numbers and strange attractors.

(...) Different types of orderings in the chaos phase may be brought together under the
notion of directing, for they point to a possible general direction of system development
and even its extreme states. But even if a general path is known, enormous difficulties
remain in linking algorithmically the present state with the final one and in
operationalizing the algorithms. These oblectives are realized in the next two large phases
that I call predispositioning and programming. (...) Programming. When linkages between
states are established through reactive procedures, either by table functions or analytically,
it is often assumed that each state is represented only by essentials. For instance, the
production function in economics ties together inputs and outputs in physical terms. When
a system is represented as an equilibrium or an optimization model, the original and
conjugated parameters are stated explicitly; in economics, they are products (resources)
and prices, respectively.9 Deterministic economic models have been extensively
formalized; they assume full knowledge of inputs, outputs, and existing technologies. (...)
Predispositioning (...) exhibits less complete linkages between system's elements than
programming but more complete than chaos.”

Methods like programming and randomness are well-known and developed while the
methodology for the intermediate stages lying between complete chaos and complete
order as well as their philosophical conceptualization have never been discussed explicitly
and no methods of their measurements were elaborated. According to Katsenelinboigen,
operative sub-methods of dealing with the system are programming, predispositioning,
and randomness. They correspond to three stages of systems development. Programming
is a formation of complete and consistent linkages between all the stages of the systems'
development. Predispositioning is a formation of semi-efficient linkages between the stages
of the system's development. In other words, predispositioning is a method responsible for
creation of a predisposition.

Randomness is a formation of inconsistent linkages between the stages of the system's
development. In this context, for instance, Darwinism emphasizes the exclusive role of
chance occurrences in the system's development since it gives top priority to randomness
as a method. Conversely, creationism states that the system develops in a comprehensive
fashion, i.e. that programming is the only method involved in the development of the
system. As Aron Katsenelinboigen notices, both schools neglect the fact that the process of
the system's development includes a variety of methods which govern different stages,
depending on the systems’ goals and conditions.

Unfortunately, predispositioning as a method as well as a predisposition as an intermediate
stage have never been discussed by scholars, though there were some interesting intuitive
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attempts to deal with the formation of a predisposition. The game of chess, at this point,
was one of the most productive fields in the study of predispositioning as a method. Owing
to chess’ focus on the positional style, it elaborated a host of innovative strategies and
tactics that Katsenelinboigen analyzed and systematized and made them a basis for his
theory. To sum up, the main focus of Predispositioning Theory is on the intermediate stage
of systems development, the stage that Katsenelinboigen proposed to call a Predisposition.
This stage is distinguished by semi-complete and semi-consistent linkages between its
elements. The most vital question when dealing with semi-complete and semi-consistent
stages of the system is the question of its evaluation. To this end, Katsenelinboigen
elaborated his structure of values, using the game of chess as a model.

Structure of values

According to Katsenelinboigen’s Predispositioning Theory, in the chess game pieces are
evaluated from two basic points of view - their weight in a given position on the
chessboard and their weight independent to any particular position. Based on the degree of
conditionality, the values are:

=  Fully unconditional
= Unconditional

= Semi-conditional

= Conditional

According to Katsenelinboigen, game pieces in chess are evaluated from two basic points of
view: their weight with regard to a certain situation on the chessboard and their weight
without regard to any particular situation, only to the position of the pieces. The latter are
defined by Katsenelinboigen as semi-unconditional values, formed by the sole condition of
the rules of piece interaction. The semiunconditional values of the pieces (such as queen 9,
rook 5, bishop 3, knight 3, and pawn 1) appear as a result of the rules of interaction of a
piece with the opponent’s king. All other conditions, such as starting conditions, final goal,
and a program that links the initial condition to the final state, are not taken into account.
The degree of conditionality is increased by applying preconditions, and the presence of all
four preconditions fully forms conditional values.

Katsenelinboigen outlines two extreme cases of the spectrum of values—fully conditional
and fully unconditional—and says that, in actuality, they are ineffectual in evaluating the
material and so are sometimes replaced by semiconditional or semiunconditional
valuations, which are distinguished by their differing degrees of conditionality. He defines
fully conditional values as those based on complete and consistent linkages among all four
preconditions.”

The conditional values are formed by the four basic conditions:
= starting conditions

= final goal
= aprogram that links the initial conditions with the final state
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= rules of interaction

The degree of unconditionality is predicated by the necessity to evaluate things under
uncertainty (when the future is unknown) and conditions cannot be specified.

Applying his concept of values to social systems, Katsenelinboigen shows how the degree of
unconditionality forms morality and law. According to him, the moral values represented in
the Torah as the Ten Commandments are analogous to semi-unconditional values in a
chess game, for they are based exclusively on the rules of interactions.

“The difference between these two approaches is clearly manifested in the various
translations of the Torah. For instance, The Holy Scriptures (1955), a new translation based
on the masoretic text (a vast body of the textual criticism of the Hebrew Bible), translates
the commandment as ‘“Thou shalt not commit murder.’ In The Holy Bible, commonly known
as the authorized (King James) version (The Gideons International, 1983), this
commandment is translated as ‘Thou shalt not kill” (...) The difference between
unconditional and semi-unconditional evaluations will become more prominent if we use
the same example of ‘Thou shalt not kill and ‘Thou shalt not murder’ to illustrate the
conduct of man in accordance with his precepts. In an extreme case, one who follows ‘Thou
shalt not kill" will allow him-self to be killed before he kills another. These views are held
by one of the Hindu sects in Sri Lanka (the former Ceylon). To the best of my knowledge,
the former prime minister of Ceylon, Solomon Bandaranaike (1899-1959), belonged to this
sect. He did not allow himself to kill an attacker and was murdered. As he lay bleeding to
death, he did crawl over to the murderer and knock the pistol from his hand before it could
be used against his wife, Sirimavo Bandaranaike. She later became the prime minister of
Ceylon-Sri Lanka.”

But how does one ascribe weights to certain parameters, establishes the degree of
conditionality, etc.? How does the evaluative process go in indeterministic systems?
The role of subjectivity

Katsenelinboigen states that the evaluative category for indeterministic systems is based
on subjectivity. "This pioneering approach to the evaluative process is the subject of
Katsenelinboigen’s work on indeterministic systems. The roots of one’s subjective
evaluation lie in the fact that the executor cannot be separated from the evaluator, who
evaluates the system in accordance with his or her own particular ability to develop it. This
can be observed in chess, in which the same position is evaluated differently by different
chess players, or in literature with regard to hermeneutics."

Katsenelinboigen writes:
The subjective element arises not because the set of positional parameters and their
valuations are formed based on a player’s intuition. Rather, the choice of relevant

parameters depends on the actual executor of the position, that is, the particular strengths
and weaknesses of a given player. The role of the executor becomes vital because the actual
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realization of the position is not known beforehand, so future moves will have to be made
based on the contingent situation at hand.

Katsenelinboigen clearly explains why subjectivity of the managerial decision is inevitable:

“The original subjective evaluation of the situation by the decision-maker is critical in the
creative strategic management. Subjectivity of the managerial decisions is inevitable due to
the intrinsically indeterministic nature of the strategic management, meaning that the
subjectivity arises not just because of the lack of scientific foundation in business
management. The effective approach to the strategic decision-making, as demonstrated in
the game of chess, presupposes that each player has a unique, individual vision of his
strategic position. To make it more systematic, one should not substitute the player’s
intuition with some objective laws that relate essential and positional parameters, but
rather complement the intuition with the statistical analysis.”

To sum up, subjectivity becomes an important factor in evaluating a predisposition. The
roots of one's subjective evaluation lie in the fact that the executor cannot be separated
from the evaluator who evaluates the system in accordance with his own particular ability
to develop it.

The structure of values plays an essential part in calculus of predisposition.
Calculus of Predispositions

Calculus of Predispositions, a basic part of Predispositioning Theory, belongs to the
indeterministic procedures. “The key component of any indeterministic procedure is the
evaluation of a position. Since it is impossible to devise a deterministic chain linking the
inter-mediate state with the outcome of the game, the most complex component of any
indeterministic method is assessing these intermediate stages. It is precisely the function of
predispositions to assess the impact of an intermediate state upon the future course of
development.” According to Katsenelinboigen, calculus of predispositions is another
method of computing probability. Both methods may lead to the same results and, thus, can
be interchangeable. However, it is not always possible to interchange them since
computing via frequencies requires availability of statistics, possibility to gather the data as
well as having the knowledge of the extent to which one can interlink the system’s
constituent elements. Also, no statistics can be obtained on unique events and, naturally, in
such cases the calculus of predispositions becomes the only option. The procedure of
calculating predispositions is linked to two steps - dissection of the system on its
constituent elements and integration of the analyzed parts in a new whole. According to
Katsenelinboigen, the system is structured by two basic types of parameters - material and
positional. The material parameters constitute the skeleton of the system. Relationships
between them form positional parameters. The calculus of predispositions primarily deals
with:

* analyzing the system’s material and positional parameters as independent variables
and
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= measuring them in unconditional valuations.

In order to quantify the evaluation of a position we need new techniques, which I have
grouped under the heading of calculus of predispositions. This calculus is based on a
weight function, which represents a variation on the well-known criterion of optimality for
local extremum. This criterion incorporates material parameters and their conditional
valuations. The following key elements distinguish the modified weight function from the
criterion of optimality:

First and foremost, the weight function includes not only material parameters as
independent (controlling) variables, but also positional (relational) parameters.

The valuations of material and positional parameters composing the weight function are,
to a certain extent, unconditional; that is, they are independent of the specific conditions,
but do take into account the rules of the game and statistics (experience).”

To conclude, there are some basic differences between frequency-based and
predispositions-based methods of computing probability.

* The frequency-based method is grounded in statistics and frequencies of events.

= The predispositions-based method approaches a system from the point of view of its
predisposition. It is used when no statistics is available.

= The predispositions-based method is used for the novel and unique situations.

According to Katsenelinboigen, the two methods of computing probability may
complement each other if, for instance, are applied to a multilevel system with the
increasing complexity of its composition at higher levels.

Pyrrhic victory

A Pyrrhic victory is a victory with devastating cost to the victor; it carries the implication
that another such victory will ultimately cause defeat.

Origin

The phrase is named after King Pyrrhus of Epirus, whose army suffered irreplaceable
casualties in defeating the Romans at Heraclea in 280 BC and Asculum in 279 BC during the
Pyrrhic War. After the latter battle, Plutarch relates in a report by Dionysius:

The armies separated; and, it is said, Pyrrhus replied to one that gave him joy of his
victory that one more such victory would utterly undo him. For he had lost a great part of
the forces he brought with him, and almost all his particular friends and principal
commanders; there were no others there to make recruits, and he found the confederates
in Italy backward. On the other hand, as from a fountain continually flowing out of the city,
the Roman camp was quickly and plentifully filled up with fresh men, not at all abating in
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courage for the loss they sustained, but even from their very anger gaining new force and
resolution to go on with the war. - Plutarch

In both of Pyrrhus's victories, the Romans suffered greater casualties than Pyrrhus did.
However, the Romans had a much larger supply of men from which to draw soldiers, so
their casualties did less damage to their war effort than Pyrrhus's casualties did to his.

The report is often quoted as "Another such victory and I come back to Epirus alone," or "If
we are victorious in one more battle with the Romans, we shall be utterly ruined.”

Although it is most closely associated with a military battle, the term is used by analogy in
fields such as business, politics, law, literature, and sports to describe any similar struggle
which is ruinous for the victor. For example, the theologian Reinhold Niebuhr, writing of
the need for coercion in the cause of justice, warned, "Moral reason must learn how to
make coercion its ally without running the risk of a Pyrrhic victory in which the ally
exploits and negates the triumph." Further, in Beauharnais v. Illinois, a United States
Supreme Court decision involving a charge under an Illinois statute proscribing group libel,
Justice Black, in his dissent, warned that "[i]f minority groups hail this holding as their
victory, they might consider the possible relevancy of this ancient remark: 'Another such
victory and I am undone."

Confirmation bias

Confirmation bias (also called confirmatory bias or myside bias) is a tendency for people to
favor information that confirms their preconceptions or hypotheses regardless of whether
the information is true.[Note 1] As a result, people gather evidence and recall information
from memory selectively, and interpret it in a biased way. The biases appear in particular
for emotionally significant issues and for established beliefs. For example, in reading about
gun control, people usually prefer sources that affirm their existing attitudes. They also
tend to interpret ambiguous evidence as supporting their existing position. Biased search,
interpretation and/or recall have been invoked to explain attitude polarization (when a
disagreement becomes more extreme even though the different parties are exposed to the
same evidence), belief perseverance (when beliefs persist after the evidence for them is
shown to be false), the irrational primacy effect (a stronger weighting for data encountered
early in an arbitrary series) and illusory correlation (in which people falsely perceive an
association between two events or situations).

A series of experiments in the 1960s suggested that people are biased towards confirming
their existing beliefs. Later work explained these results in terms of a tendency to test ideas
in a one-sided way, focusing on one possibility and ignoring alternatives. In combination
with other effects, this strategy can bias the conclusions that are reached. Explanations for
the observed biases include wishful thinking and the limited human capacity to process
information. Another proposal is that people show confirmation bias because they are
pragmatically assessing the costs of being wrong, rather than investigating in a neutral,
scientific way.

Compiled by Amit Shekhar Email: numerons@gmail.com Contact: +91-9560344245



Psychology for IAS: Thinking and Problem Solving 180

Confirmation biases contribute to overconfidence in personal beliefs and can maintain or
strengthen beliefs in the face of contrary evidence. Hence they can lead to disastrous
decisions, especially in organizational, military, political and social contexts.

Types

Confirmation biases are effects in information processing, distinct from the behavioral
confirmation effect, also called "self-fulfilling prophecy”, in which people behave so as to
make their expectations come true. Some psychologists use "confirmation bias" to refer to
any way in which people avoid rejecting a belief, whether in searching for evidence,
interpreting it, or recalling it from memory. Others restrict the term to selective collection
of evidence.

Biased search for information
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A drawing of a man sitting on a stool at a writing desk
Confirmation bias has been described as an internal "yes man", echoing back a person's beliefs like Charles
Dickens' character Uriah Heep.

Experiments have repeatedly found that people tend to test hypotheses in a one-sided way,
by searching for evidence consistent with the hypothesis they hold at a given time. Rather
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than searching through all the relevant evidence, they ask questions that are phrased so
that an affirmative answer supports their hypothesis. They look for the consequences that
they would expect if their hypothesis were true, rather than what would happen if it were
false. For example, someone who is trying to identify a number using yes/no questions and
suspects that the number is 3 might ask, "Is it an odd number?" People prefer this sort of
question, called a "positive test", even when a negative test such as "Is it an even number?"
would yield exactly the same information. However, this does not mean that people seek
tests that are guaranteed to give a positive answer. In studies where subjects could select
either such pseudo-tests or genuinely diagnostic ones, they favored the genuinely
diagnostic.

The preference for positive tests is not itself a bias, since positive tests can be highly
informative. However, in conjunction with other effects, this strategy can confirm existing
beliefs or assumptions, independently of whether they are true. In real-world situations,
evidence is often complex and mixed. For example, various contradictory ideas about
someone could each be supported by concentrating on one aspect of his or her behavior.
Thus any search for evidence in favor of a hypothesis is likely to succeed. One illustration of
this is the way the phrasing of a question can significantly change the answer. For example,
people who are asked, "Are you happy with your social life?" report greater satisfaction
than those asked, "Are you unhappy with your social life?"

Even a small change in the wording of a question can affect how people search through
available information, and hence the conclusions they reach. This was shown using a
fictional child custody case. Subjects read that Parent A was moderately suitable to be the
guardian in multiple ways. Parent B had a mix of salient positive and negative qualities: a
close relationship with the child but a job that would take him or her away for long periods.
When asked, "Which parent should have custody of the child?" the subjects looked for
positive attributes and a majority chose Parent B. However, when the question was, "Which
parent should be denied custody of the child?" they looked for negative attributes, but
again a majority answered Parent B, implying that Parent A should have custody.

Similar studies have demonstrated how people engage in biased search for information,
but also that this phenomenon may be limited by a preference for genuine diagnostic tests,
where they are available. In an initial experiment, subjects had to rate another person on
the introversion-extroversion personality dimension on the basis of an interview. They
chose the interview questions from a given list. When the interviewee was introduced as an
introvert, the subjects chose questions that presumed introversion, such as, "What do you
find unpleasant about noisy parties?" When the interviewee was described as extroverted,
almost all the questions presumed extroversion, such as, "What would you do to liven up a
dull party?" These loaded questions gave the interviewees little or no opportunity to falsify
the hypothesis about them. However, a later version of the experiment gave the subjects
less presumptive questions to choose from, such as, "Do you shy away from social
interactions?" Subjects preferred to ask these more diagnostic questions, showing only a
weak bias towards positive tests. This pattern, of a main preference for diagnostic tests and
a weaker preference for positive tests, has been replicated in other studies.
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Another experiment gave subjects a particularly complex rule-discovery task involving
moving objects simulated by a computer. Objects on the computer screen followed specific
laws, which the subjects had to figure out. They could "fire" objects across the screen to test
their hypotheses. Despite making many attempts over a ten hour session, none of the
subjects worked out the rules of the system. They typically sought to confirm rather than
falsify their hypotheses, and were reluctant to consider alternatives. Even after seeing
evidence that objectively refuted their working hypotheses, they frequently continued
doing the same tests. Some of the subjects were instructed in proper hypothesis-testing,
but these instructions had almost no effect.

Biased interpretation

"Smart people believe weird things because they are skilled at defending beliefs they
arrived at for non-smart reasons."
—NMichael Shermer

Confirmation biases are not limited to the collection of evidence. Even if two individuals
have the same information, the way they interpret it can be biased.

A team at Stanford University ran an experiment with subjects who felt strongly about
capital punishment, with half in favor and half against. Each of these subjects read
descriptions of two studies; a comparison of U.S. states with and without the death penalty,
and a comparison of murder rates in a state before and after the introduction of the death
penalty. After reading a quick description of each study, the subjects were asked whether
their opinions had changed. They then read a much more detailed account of each study's
procedure and had to rate how well-conducted and convincing that research was. In fact,
the studies were fictional. Half the subjects were told that one kind of study supported the
deterrent effect and the other undermined it, while for other subjects the conclusions were
swapped.

The subjects, whether proponents or opponents, reported shifting their attitudes slightly in
the direction of the first study they read. Once they read the more detailed descriptions of
the two studies, they almost all returned to their original belief regardless of the evidence
provided, pointing to details that supported their viewpoint and disregarding anything
contrary. Subjects described studies supporting their pre-existing view as superior to those
that contradicted it, in detailed and specific ways. Writing about a study that seemed to
undermine the deterrence effect, a death penalty proponent wrote, "The research didn't
cover a long enough period of time", while an opponent's comment on the same study said,
"No strong evidence to contradict the researchers has been presented". The results
illustrated that people set higher standards of evidence for hypotheses that go against their
current expectations. This effect, known as "disconfirmation bias", has been supported by
other experiments.
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An MRI scanner allowed researchérs to examine how the human brain deals with
unwelcome information.

A study of biased interpretation took place during the 2004 US presidential election, and
involved subjects who described themselves as having strong feelings about the candidates.
They were shown apparently contradictory pairs of statements, either from Republican
candidate George W. Bush, Democratic candidate John Kerry or a politically neutral public
figure. They were also given further statements that made the apparent contradiction seem
reasonable. From these three pieces of information, they had to decide whether or not each
individual's statements were inconsistent. There were strong differences in these
evaluations, with subjects much more likely to interpret statements by the candidate they
opposed as contradictory.

In this experiment, the subjects made their judgments while in a magnetic resonance
imaging (MRI) scanner which monitored their brain activity. As subjects evaluated
contradictory statements by their favored candidate, emotional centers of their brains
were aroused. This did not happen with the statements by the other figures. The
experimenters inferred that the different responses to the statements were not due to
passive reasoning errors. Instead, the subjects were actively reducing the cognitive
dissonance induced by reading about their favored candidate's irrational or hypocritical
behavior.

Biased interpretation is not restricted to emotionally significant topics. In another
experiment, subjects were told a story about a theft. They had to rate the evidential
importance of statements arguing either for or against a particular character being
responsible. When they hypothesized that character's guilt, they rated statements
supporting that hypothesis as more important than conflicting statements.

Biased memory

Even if someone has sought and interpreted evidence in a neutral manner, they may still
remember it selectively to reinforce their expectations. This effect is called "selective
recall”, "confirmatory memory" or "access-biased memory". Psychological theories differ in
their predictions about selective recall. Schema theory predicts that information matching
prior expectations will be more easily stored and recalled. Some alternative approaches say
that surprising information stands out more and so is more memorable. Predictions from
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both these theories have been confirmed in different experimental contexts, with no theory
winning outright.

In one study, subjects read a profile of a woman which described a mix of introverted and
extroverted behaviors. They later had to recall examples of her introversion and
extroversion. One group was told this was to assess the woman for a job as a librarian,
while a second group were told it was for a job in real estate sales. There was a significant
difference between what these two groups recalled, with the "librarian” group recalling
more examples of introversion and the "sales" groups recalling more extraverted behavior.
A selective memory effect has also been shown in experiments that manipulate the
desirability of personality types. In one of these, a group of subjects were shown evidence
that extraverted people are more successful than introverts. Another group were told the
opposite. In a subsequent, apparently unrelated, study, they were asked to recall events
from their lives in which they had been either introverted or extraverted. Each group of
subjects provided more memories connecting themselves with the more desirable
personality type, and recalled those memories more quickly.

One study showed how selective memory can maintain belief in extrasensory perception
(ESP). Believers and disbelievers were each shown descriptions of ESP experiments. Half of
each group were told that the experimental results supported the existence